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AN IMMERSED CROUZEIX-RAVIART FINITE ELEMENT
METHOD FOR NAVIER-STOKES EQUATIONS WITH MOVING
INTERFACES

JIN WANG, XU ZHANG, AND QIAO ZHUANG*

Abstract. In this article, we develop a Cartesian-mesh finite element method for solving Navier-
Stokes interface problems with moving interfaces. The spatial discretization uses the immersed
Crouzeix-Raviart nonconforming finite element introduced in [29]. A backward Euler full-discrete
scheme is developed which embeds Newton’s iteration to treat the nonlinear convective term. The
proposed IFE method does not require any stabilization terms while maintaining its convergence
in optimal order. Numerical experiments with various interface shapes and jump coefficients
are provided to demonstrate the accuracy of the proposed method. The numerical results are
compared to the analytical solution as well as the standard finite element method with body-
fitting meshes. Numerical results indicate the optimal order of convergence of the IFE method.

Key words. Navier-Stokes, interface problems, nonconforming immersed finite element methods,
moving interface.

1. Introduction

Multi-phase immiscible incompressible flows with embedded interfaces are wide-
ly present in many physical phenomena. The related simulations appear in many
branches of science and engineering, such as fluid dynamics, biology, medical sci-
ences, and geology [9, 12, 13, 41, 49], to name just a few. The dynamics of the
two-phase (or multi-phase) flows are governed by the well-known Navier-Stokes
(NS) equations, or Stokes equations for creeping flows, along with the enforce-
ment of jump conditions at interfaces. Physical parameters of the flows, such as
density and viscosity coefficients, are usually discontinuous across the fluid inter-
face [1, 9, 17, 29, 49].

In this article, we consider a two-dimensional interface problem that arises in
a two-phase flow governed by the NS equation. Let 2 C R? be an open bounded
domain separated by an interface I'(¢) into two disjoint subdomains Q7 (¢) and
Q7 (t). Consider the following unsteady NS equation (NSE) in the velocity-stress-
pressure form:

(1a) u —V-o(u,p)+ (u-Viu=f inQ (t)uQ*(t) x[0,T],
(1b) V-u=0 inQ x|[0,T],

(1c) u=0 ondQx[0,T],

(1d) u(x,0) = ug, p(x,0) =pg inQ,

where u represents the velocity field and p represents the pressure. The stress
tensor o(u, p) is defined by

o(u,p) = 2pe(u) — pl,
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where €(u) = (Vu + (Vu)')/2 is the strain tensor and I is the identity tensor.
The viscosity coefficient p(x) is discontinuous across the interface I'(t), which is a
positive piecewise-constant function defined by
[ p fxeQ (),
(2) @) = { utoifx e ().
Across the interface, the following homogeneous velocity and stress jump condi-
tions are enforced

(32) fuly = 0 on I'(2),
(3b) [O’(’u,,p)l’l]r =0on I‘(t)v
where the jump []r is defined by [v]r := vT|r — v7|r, and n is the unit normal
vector to the interface I’ pointing from Q~ to Q1. We also note that when pu(z) is a

piecewise constant, due to the divergence condition (1b), the momentum equation
(la) can be written as

(4) u; — pAu+ (u-V)u+Vp=fFf in(Q () UQt(t)) x [0,T].
Under this framework, the stress jump condition (3b) can be modified as follows
(5) [(uVu — pI) n)r = 0.
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FIGURE 1. a domain with an interface (left), a non-body-fitting
mesh (middle) and a body-fitting mesh (right).

The Navier-Stokes equations sans an interface are widely studied in the context
of finite element methods, including classical finite element methods [16, 18], discon-
tinuous Galerkin (DG) finite element methods [10, 15, 45, 47], and weak Galerkin
finite element methods [27, 46, 51]. Those finite element methods can be extended to
solve pertinent interface problems provided that body-fitting meshes are employed.
However, such body-fitting restriction may hinder the efficiency in solving interface
problems with evolving interfacial geometries and locations because the mesh has to
be generated repeatedly according to each interface configuration. Many numerical
methods based on interface-independent meshes have been developed, such as cut
finite element method (CuwtFEM) [5, 6, 7, 42], immersed interface method (IIM)
[33], extended finite element method (XFEM)[14], partition of unity finite element
method (PUFEM) [44] and matched interface and boundary (MIB) [53] method.
These unfitted-mesh numerical methods employ modified weak formulations or re-
vised finite element functions around the interface to capture the interfacial jump
behaviors. We refer the readers to [11, 17, 26, 43] for CwtFEM, [34] for IIM, [48]
for XFEM, [4] for PUFEM, and [52] for MIB applied to NS moving interface prob-
lems. An illustration of a body-fitting mesh and a non-body-fitting mesh is given
in Figure 1.
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Immersed finite element (IFE) methods are also a class of methods that can solve
the interface problems on interface-independent meshes. Unlike unfitted numerical
methods (such as CutFEMs and IIM) that employ suitable formulation around the
interface, IFE methods locally construct special approximation functions on the
elements cut by the interface to capture the jump behavior at the interface. In [32],
the linear IFE space and its approximation capability were discussed for 2D elliptic
interface problems. After that, many investigations regarding IFE methods for el-
liptic interface problems are conducted, including partially-penalized IFE (PPIFE)
methods [36], elliptic operator with nonhomogeneous jump [24], nonconforming IFE
methods [37], higher degree IFE methods [2, 19, 54]. IFE methods have also been
extended to time-dependent interface problems governed by parabolic equations
[20, 38, 40, 50] and hyperbolic equations [3]. IFE methods are also developed to
solve interface problems governed by systems of equations, such as linear elasticity
[22, 23, 39).

In recent years, IFE methods have been extended to solve Stokes interface prob-
lems. For instance, the immersed DG method based on Q1-Qq element (Q1: piece-
wise bilinear polynomial space; Qg: piecewise constant space on quadrilateral mesh-
es) was developed in [1]. A class of nonconforming IFE methods based on Crouzeix-
Raviart (CR)-Py element (Py: piecewise polynomial space on triangular meshes)
and Rannacher-Turek rotated Q1-Qo element were recently introduced in [29]. A
mixed conforming-nonconforming P; IFE space was introduced in [30, 31]. In addi-
tion, a Taylor-Hood P»-P; immersed finite element and the corresponding PPIFE
method were developed in [8].

To simulate more general fluid flow interface problems instead of just creeping
flow governed by Stokes equations, the nonlinear Navier-Stokes equations must be
considered as they appear in almost all real simulations. The nonlinear convective
acceleration and the evolving fluid interface make the NSE moving interface prob-
lems more challenging to solve than the Stokes interface problems [1, 8, 29, 30, 31].
To the best of our knowledge, there is no literature on the numerical study of NSE
moving problems using IFE methods. We note that for the NS interface problems,
the velocity and stress jump conditions in (3a) and (3b) are the same as in the
Stokes interface problems [28]; therefore, there is no need to construct new IFE
spaces for NS interface problems. We can employ the existing IFE spaces for S-
tokes interface problems [1, 29, 30, 8] directly to study NS interface problems. To
handle the nonlinear convection, we adopt the Newton’s method in our full-discrete
scheme. In addition, we use the backward Euler scheme for time marching due to
its A-stability and simplicity. Among those existing IFE spaces [1, 29, 30, 8], we
note that the CR-Py IFE spaces introduced in [29] have two prominent features: (i)
they impose weak continuity such that the average integral value across the edges
is continuous; thus there is no need to include stabilized terms. As a result, the
numerical scheme is much simpler comparing to the PPIFE method [8] and the
DG scheme [1]. (ii) On the same Cartesian mesh, there are often less degrees of
freedom for CR-Py than in the immersed DG space [1] and Taylor-Hood IFE space
[8]; thus, it is computationally more efficient. These two features motivate us to
use the CR-Py IFE spaces to investigate the NSE with moving interfaces presented
in (1)-(3) due to its simplicity and efficiency.

The layout of the rest of the article is as follows: Section 2 introduces the no-
tations and assumptions to be used in this article. Section 3 is devoted to intro-
duce the semi-discrete and full-discrete nonconforming IFE methods with Newton’s
method for the NS interface problem (1)-(3). Numerical examples with different
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interface configurations and viscosity coefficients are given in Section 4 to demon-
strate the accuracy of the proposed IFE method in solving NS interface problems.
Finally, a brief conclusion is drawn in Section 5.

2. Notations and Preliminaries

In this section, we introduce the notations and assumptions to be used in this
article, followed by a brief recall of the CR-Py IFE space in [29)].

To this point, we assume that 2 C R? is a polygonal domain. Let 7, be a
triangular mesh of © whose set of nodes and set of edges are denoted by A}, and
En, respectively. Note that the mesh 7 is independent of the location of the
interface I'(t) at any time ¢. We make the following assumptions on the mesh:

(H1) At any time ¢, the interface I'(¢) can only intersect an element with not more
than two points.

(H2) At any time ¢, the interface I'(t) is a piecewise C? function such that for
every element T' € Ty, if ['(t) NT # 0, then T'(t) N T is a C? function in 7.

(c) (d)

FIGURE 2. an interface intersects an element at (a) no point; (b)
one point; (c¢) two points on the same edge; (d) two points on
different edges.

If the interface I'(¢) intersects an element T with zero or one point, then 7' is
considered as a non-interface element. In addition, if the interface T'(¢) intersects
an element T at two distinct points but on the same edge, then T is also considered
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as a non-interface element. If the interface I'(¢) intersects an element T at two
distinct points on two different edges, then T is considered as an interface element.
See Figure 2 for an illustration. We note that the reason we can treat the element
where the interface intersects the element at two different points on the same edge
(Figure 2 (c)) as a non-interface element is: Utilizing Lemma 3.2 of [21], we can
show that the area of the region bounded by the interface and the edge is O(h3.)
(hr is the diameter of the element), thus this region can be ignored compared
to the element. We use T,/(t) and 7,;"(t) to denote the set of interface elements
and non-interface elements at time ¢, respectively. Here, the background mesh 7j,
is time independent, but the distribution of 7;/(t) and 7,"(¢) changes with time.
They satisfy T, = T,(t) U T;"(t) at any time ¢. Similarly, we let &}, (¢) and &} (t) be
the set of interface edges and the set of non-interface edges at time ¢, respectively.
In addition, we use &, and EP for the set of interior edges and boundary edges,
respectively.

For each element T' € Ty, we define its index set as Zp = {1,2,3}. Let A; ,
i € Ip be the vertices of T which are listed counterclockwise (from A; to As),
and denote the edges of T to be ¢; = A;A;41 for i = 1,2, e3 = Az3A;. On a
non-interface element 1" € 7,*, the standard CR-F; finite element functions are
employed to approximate the velocity and the pressure. To be more specific, let
Yjr € P1, j € I be the standard linear Lagrange shape functions on T' € 7, such
that

1 ..
(6) |e/ vir(x,y)ds = 65, Vi, j € Ir,

which is used to approximate the component of the velocity. Meanwhile, the pres-
sure is approximated by the piecewise constant function space Py. For the 2D
Navier-Stokes problem, the components of the velocity and the pressure constitute
a vector-valued finite element space, denoted by S;°™"(T) = P1(T) x P1(T) x Po(T).
For j =1,2,...,7, let

Vi T 0 0
,lljj,T = O fOl“j S I’Z"7 ’Q/J],T = w]’_37T fOI"j - 3 S I’Z"7 Q/J],T = O fOI”j = 7.
0 0 1

Then the local CR-Py finite element space on the non-interface element can be
written as

(8) Sy (T) = Span{wj’T,j =1,2,--- 7} VT €T,

On the interface elements, we note that the NS interface problems in (1) share
the same velocity and stress jump conditions as those in [29] for Stokes interface
problems. Therefore, we only need to recall the CR-Py IFE shape functions con-
structed in [29]. To be more specific, a typical interface element T € 77f7 can be
classified into three types depending on the locations of the intersection points of
the interface I' and the edges of T as it is illustrated in Figure 3. Let D and F
be the intersection points and let | be the line passing through D, E with the
normal vector i = (0, 0,), i.e., it is a linear approximation of the interface. The
line [ splits T into two subelements Tli. Thus, a vector-valued IFE shape function
¢i7T(m, y) whose component is a piecewise linear or piecewise constant polynomial
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Ay

FIGURE 3. an interface element of Type I (left), Type IT (middle)
and Type III(right).

on an interface element 7' € 7,' is defined as follows [29]:

(9)

¢1.(w,y) _aiifﬂ +biy+ Cii_
¢1:T(I7y) = ¢£1($7y) = (l;’ll'—f—bgzy-i-cil I lf (:Cay> ej_'l_a
¢5(z,y) d;
i x, = = ’ = = 3
ir(,9) Tz, y) afix + bfiy + cii
qb:fT(a:,y) = ;‘l(x,y) = a;ix + b;iy + c;i , if (z,y) € T}
L ;,r,i(xvy)_ L d;r ]
i =1,2,...7. The coefficients in (9) can be determined by the following condition-
s [29], for i =1,2,...,7
e Six edge-valued conditions
(10)
1 Oij| 1 0]
m/ ¢, r(x,y)ds= |0 |, jeIr, ﬁ/ ¢, r(x,y)ds = |65 |, j—3 € Ir.
Jl Je; 0 j—31 Jej_3 0
e One mean pressure condition
1 0
] Jr o

e Four continuous conditions derived from (3a)
(12) [0r,i(D)] = [¢ri(E)] =0, k=1,2.
e Two stress continuous conditions derived from (3b)
(10 (20201, + (Oyo1,i + 02 ¢2,4)0y) — P3| 55 =0,
(11 ((20,02,i + Oyd1,i) 0z + 20y ¢2,i1y) — @305 =0.
e One continuity of the divergence condition
(14) [Ox¢1,i + Oy2,il 5 = 0.

As an illustration, we plot the three components of a CR-P, IFE shape function
@5 1 as well as the standard CR-Fy FE shape function 5 - in Figure 4.

(13)
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FIGURE 4. A comparison of a vector-valued IFE shape function
@3 1 (top) and the corresponding FE shape function 43 1~ (bottom)
with u~ = 10 and p©* = 1 on an interface triangle.

06

Therefore the local IFE space on the interface element is defined as 8§ (T') =
span{¢, 1, i = 1,2,...,7}. As a result, the local IFE space can be summarized as:

_ [ SpeMT), T eETR
(15) Sn(T) = { ST, i T e T

We note that the unisolvency of the local CR- Py IFE space is guaranteed in Theorem
5.1 in [29]. Then the global CR-Py IFE space is defined as

(16) Sp(Q,T(t) ={v = [v1,v2,03]" € [L*(V]* : v|p € Sp(T),VT € T,
and/[vi]ds =0,Ve € &i= 1,2} .

The corresponding subspace where the velocity vanishes on the boundary 0f) is
defined as
(17)

SY(QLT(t) = {v = [v1, v, v3]" € SK(Q,T(2)) : /vids =0,Veec & i= 1,2} .

e
3. Nonconforming IFE methods
In this section, we derive the semi-discrete and full-discrete nonconforming IFE

method for solving the unsteady NS interface problems in (1)-(3).

3.1. Weak formulation. We first derive the weak formulation of the NS interface
problems. In the following, we use (-, )., to denote the L? inner product on w C €.
For simplicity, we often drop the subscript if w = €. For simplicity, we denote
Q%(t) as Q°, s = %, in the deriviation. Given any time ¢ € [0, T], multiplying (1a)
by v € [H}(Q)]? and using the Green’s formula on Q~, it follows

(ut7 v)Q— + ((2/1,6(’11,) - pI)v VU)Q— + ((u ’ V)uvv)Q*
- ((QUE(U) - pI)n(?Q*a'U)agf = (.fy 'U)Q*~
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Here, the second term is the inner product of two tensors A = [a,;] and B = [b;;],
which is defined as (A,B) = Y1, >>7(aij, bij). Note that v|po = 0 and nr
points from Q= to 2T, then the above equation becomes

(up, v)o- + ((2ue(w) — pI), Vo)o- + ((u - V)u,v)g-
(18) — ((2pe(u) *PI)nrv'v)r = (f,v)o-
Similarly, on the subdomain QF we have

(ur, )+ +((2pe(u) — pI), Vo)or + ((u- V)u, v)qy
(19) — ((2pe(uw) — pI)nr, v)p = (f, v)a+
Adding (18) to (19) yields

(ur, v) + (2ue(u) — pI), Vo) + ((u - V)u, v) — ((2ue(u) — pInp, v)p = (f,v).

Applying the jump condition (3b), it follows

(up,v) + (2ue(w) — pI), Vo) + ((u- V)u,v) = (f,v).
Using the identity ((2ue(u) — pI), Vo) = (2ue(u), e(v)) — (p, (V - v)) to rewrite the
second term, we have

(up, v) + (2ue(w), e(v)) — (p, (V- v)) + ((w - V)u,v) = (f,v).

For the equation of incompressibility condition (1b), we multiply ¢ € L?(£2) on both
sides and integrate over the domain (2

(4,(V - w)) =0,
The weak formulation of the NS interface problem is summarized as: find (u,p) €
HY([0,T); [HY(2)]? x L*(9)), such that for all t € [0,T]
(20)
(wr, v)+c(w; u, v)+a(w,v)=b(v, p)—b(u,q) = Ly(v), Yo € [Hy(Q)]?, Vg € L*(Q),

where the trilinear form c(-;-,-) : [H3 (Q)]? x [H}(Q)]? x [HF (2)]? — R is defined as
c(u; v, w) = ((u-V)v-w), Yu,v,w € [HE(Q)]?,
the bilinear form a(-,-) : [Hg (2)]? x [Hg(2)]> — R is defined as
a(u, 0) = (2pe(u), (v), Yuu,0 € [HAQ)2,
the bilinear form b(-,-) : [HZ()]? x L?(2) — R is defined as
b(u,q) = (q,(V-w), Yu € [Hy ()], q € L*(Q),
and the linear form L¢(-) : [H3(2)]?> — R is defined to be
Lf(v) = (fvv) , Yo € [H(}(Q)}z

3.2. Semi-discrete scheme. For spatial discretization, we use the CR-P, IFE
space S (Q,T(t)) to replace the Sobolev space [Hg (2)]? x L?(£2) at the continuous
level. Based on the weak formulation (20), we have the semi-discrete nonconforming
CR-P, IFE methods for NS interface problem: find (uy,pr) € H' ([0, T]; Sp(2,T()))
such that for Vt € [0, T

)(Uh,t, o) + c(wp; un, vn) + a(n, vn) — b(vn, pr) — b(wn, qn) = Lg(vn),

(21 0
V(’Uh, qh) € S}L(Q’ F(t))v

along with the initial conditions

(22) Uh(',o) = U0,h; ph(ao) = Po,h>



IMMERSED CROUZEIX-RAVIART FEM FOR NAVIER-STOKES EQUATIONS 571

where ug j, and pg j, are some approximations, such as the interpolations, of ug and
po, respectively, in the IFE space S, (2,T'(¢)). We can rewrite the semi-discrete
scheme (21)-(22) into the following matrix form: find U (¢) such that

MU' (t)+ NU®)) + AU (t) = F(t),
U(0)=U"°,

where M (¢) and A(t) are the IFE mass and stiffness matrices, respectively. These
matrices are time-dependent [30] if the interface is moving (i.e. I' = I'(¢)), because
the set of interface elements 7,° and non-interface elements 7, employed to formu-
late those two matrices are time-dependent. N(U(t)) corresponds to the nonlinear
convective term c(up; up, vy ), and F(t) corresponds to the right-hand side of (21).
Note that (23) is an initial-value problem of a nonlinear ordinary differential equa-
tion system for U(t) derived from the method of lines. We may use desired ODE
solvers to solve this PDE induced ODE system [35].

(23)

Remark 3.1. For the steady-state NS interface problem, i.e.,u(x,t) = u(x), then
uy = 0 in (la) and the initial conditions (1d) disappear. The CR-Py IFE method
in (21) can still be employed by omitting the first term involving wy, . In this case,
appropriate techniques must be used to handle the nonlinear term, such as Newton’s
method. In the full-discrete scheme below, the Newton’s method will be presented
with more details.

3.3. Full-discrete scheme. To introduce the full-discrete scheme, we employ a
uniform partition in time such that

HT={0=t0<t1 <<ty <tM:T},
where 7 = T/M and t, = to + n7, with n = 0,1,--- , M. For a function ¢(x, 1),

we denote ¢(x,t") = ¢"(x), and introduce the backward difference operator 9; as
follows i
5t¢n+1(m) _ d) (w)Ti ¢ ((I})

Then a full-discrete CR-Py IFE method (backward Euler scheme) can be de-
scribed as: for each n =1,2,--- , M, find (u},p}) C Sp(Q,T™), such that
(24)
Opup T o) + e(u) T ul T ot +a(uptt ot

bt B — b g ) = L (0, Vet gt € Sh@, T,
That is
(25)

1 1
L op ) = (o) et op ) + alupt op )

= b ) = b gt = Lo (0, V(0 gt € SH@, ).

Note that in the second term of (25), u}, and UZH are at two different time levels
which correspond two interface locations I'" and I'™*!1. To avoid handling two
interfaces, we replace ’UZ_H with v}. This technique was used in [25]. Then it
follows

(26)
1 1
;(U‘Z_'_lv ’UZ+1) - ;(U‘Zv 'UZ) + C(“Z+1; UZ+1, U;LH_l) + a(uz+1a ULH_l)

- b(vz—i—lvpz-i_l) - b(uZ'H, q}?-‘rl) = Lf"+1 (’U;,H_l)’ V('U;LH_l, q}?-‘rl) € S?L(Q? Fn+1)7
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with the initial conditions

(27) Up =g, D) = Do
where I' = I'(¢,,). The following Newton’s iteration is used to handle the nonlinear

convective term c(ul T ul ™ vy): find (u (l),pZ’(l)) C Sp(Q,I™), I € Nt, such
that

%(uz-ﬁ-l,(l)?vzwl) %(uz,(z) 1) 4 ol O, D) ey
+ ( n+1,(1— 1) n+1,( )""ZJrl) + a(un+1,(l)’vz+1)
(28) — (vt n+1,(l)) _ b(u'ZJrl,(l)’ )
:Lfn+1(vh ) 4 c(uzﬂa(l*l);uzﬂ,( 1)7,UZ+1)7
Vo) € SO0,
with the initial conditions
(29) “%(O) = Uo,h; ( ) = Po,h-

At each time level, the initial guess is chosen as the solution from the previous time
level, i.e.,

(30) uZH :(0) _ UZ’(I)» pZH (0) _ pZ’(l)-

In the actual computation, the stopping criteria for the Newton’s method in (28)
is regulated by

n,(l n,(l—1 n,(l -1
(31) V@ — a2, @ Y2, < e

for some prescribed threshold ¢y > 0.
Next, we derive the matrix form of the backward Euler scheme. Let t = ¢, in
(23), then

(82)  M{tas)U (bas1) + N(U(tn11)) + Altns 1)U (bns1) = Fltusa).
Applying the backward Euler scheme to the above equation and utilizing

M(tn+1)U/(tn+1) ~ (M (tnt1)U (tng1) — M(t)U (t0))/T,
which leads to

1

(33) <71_M(tn+1) + A(tn+1)> U™+ NU™) = =M(t,)U" + F"*.

Here and thereafter, we use more compact notations A"+! = A(t, ), M"T! =
M(tpy1), U™ =U(tpy1) and F* = F(t, 1) as above.

Applying the Newton’s method in (28) to (33), we have the following ma-
trix form of the backward Euler scheme with Newton’s method: find a sequence
{Untt M “uch that

(1Mn+1 + AP 4 Ny (O +N2(Un+1,(z—1))> SEN0
CONNS
— 7M”Un + Fn+1 _i_lp’f]?{/ji'l,(lfl)7
-
with the initial condition

(35) u® =y°.
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Here, given the function UZH’(Z_D, the matrix Nl(U"+1’(l_1)) corresponds to

the bilinear form c(+; uZH’(l_l), 3), and the matrix No(U™HU=1) corresponds to
the bilinear form c(uZH’(l_l); -,+). The vector FK,H’U—D is associated with the

uZH’(l_l); uz+1’(l_1), -). Setting the stopping criteria to be

linear form ¢(
(36) ||Un+1,(l) _ Un+1,(l—1)|| < €0,

we can summarize our full-discrete backward Euler IFE scheme with Newton’s
iterations in the following algorithm.

Algorithm 1 Backward Euler IFE scheme with Newton’s iteration

Step 1: Compute Uy form initial condition, and let Uub© ~ py°,
Step 2: For n =0,1,--- ,N — 1, compute the global vector F"*'. Compute
the global IFE matrices M"*!, A"+! and M™. Let [ = 0.
Step 3: While [ == 0 or ||[U™ 0 — gn+hU=D) > ¢
Step 4: compute Ny (U™H(D) and  Ny(UTHEY) and
Fn+1,(l—1)
N
Step 5: solve U"*H(") from (34).
Step 6: [ <+ [+ 1, return to Step 4.
Step 7: Set n < n + 1, and U0 O =y
End

Remark 3.2. In the case that the viscosity coefficient function i is time-independent
as stated in (2) and the interface is stationary, we only need to compute the global
matrices M and A associated with linear terms once. The global vector for linear
terms F™ ! must be updated in each time iteration. The global matrices associat-
ed with the nonlinear terms Ny (U™ DY and Ny(U™ =YY and the nonlinear

n+1,(1—1)
N

global vector F must be updated at each time step and each Newton’s iter-

ation.

Remark 3.3. If the viscosity coefficient function u is time-dependent, i.e., u =
w(x,t) but the interface is stationary, then the stiffness matriz A also depends on
time, and it must be updated in each time iteration. However, the mass matrix
remains time independent. In this case, (34) becomes

(1M+An+1 +Nl(Un+1’(l_1))+N2(Un+1’(l_1))> Un—'rl,(l)
T

1 _
(37) ——MU" + F** 4 prh e
T

Remark 3.4. For moving interface problems, the assembly of global matrices A",
M"Y in (34) only requires updating local matrices on those elements where the
interface configuration changes during the two consecutive time steps. This feature
enables fast assembly of global matrices for moving interface problems due to the
isomorphism of our IFE spaces with standard FE spaces.

4. Numerical Examples

In this section, we test the performance of the nonconforming CR- Py IFE method
for the NS interface problem (1)-(3) through a sequence of numerical experiments,
with different values of jumps in viscosity coefficients and interface configurations.
Errors of the nonconforming IFE solutions for the velocity and the pressure are
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measured by the L? norm and the broken H' semi-norms. We introduce the fol-
lowing notations to measure the errors of IFE solutions and the convergence rates:
let u = (u1,u2)" and p be the exact solution of (1) and let wp, = (u1 5, u2,p)" and py,
be the nonconforming IFE solutions of (24). Then the errors of the IFE solutions
are denoted as

€1,h = U1 — ULh; €2, = U2 — U2,h, €3 h =P — Ph-
The rate of convergence r is computed via two consecutive meshes 7, and 7y, with

- og(llen[l/llensl)

10g(h1 /hg)
where || - || is either L? norm or the broken H' semi-norm.
Let the computational domain be Q = [—1,1] x [—1,1]. A Cartesian triangular

mesh 73 of € is generated by partitioning €2 into NV x N congruent squares with
the side length h = 2/N, and then partitioning each square into two congruent
triangles by its diagonal line.

Example 1. (Steady-state NSE with linear interface) In this example, we
consider the IFE method for a steady-state NS interface problem. The interface I’
is a straight line: T = {(x,y) : y = 0}, splitting the domain into two subdomains
Q" ={(z,y) : y < 0} and Q" = {(x,y) : y > 0}. The exact solution w and p are
given by

L sin?(7x) sin(ry) cos(my), if (z,y) € Q~,

Ul(xay) - Hl .2 . .
_ ¥ sin (mx) sin(my) cos(my), if (z,y) € QF,
(38) wl(@.y) = wn(zy) = —M% sin? (7y) sin(rx) cos(wz), if (z,y) € Q,
’ fu%r sin?(ry) sin(rx) cos(wx), if (z,y) € QF,
(39) p(z,y) = —% sin(mx) sin(my) (cos(2wz) + cos(27y)) ,

which shares some similarities to a Taylor-Green vortex (although the arrangement
of the velocity pattern is different, as shown in Figure 6). The viscosity coefficient
is chosen to be (u=,put) =(1,2.5).

For steady-state NS interface problems, as stated in Remark 3.1, the IFE solu-
tions are generated by (21) (omitting the term involving wup ) combined with the
Newton’s method in Algorithm 1. We note that only Steps 3-7 are employed and
all superscripts with respect to the time levels n or n + 1 should be omitted, thus
the output IFE solution is u®.

In Table 1, we report the errors and the convergence rates of the CR-FPy IFE
solutions. Note that these numerical results are obtained on a sequence of interface-
unfitted meshes where the interface intersects with the interior of some of the el-
ements (an illustration of such an interface-unfitted mesh is sketched in the left
subfigure of Figure 5). In our computation, It takes no more than four iterations
for the Newton’s method to converge within the threshold ¢g = 1076 in (31). It
can be seen that the convergence rates for velocity components u; and uy approach
to O(h?) in the L? norm and O(h) in the H! semi-norm; convergence rates for the
pressure p approach to O(h) in the L? norm as the mesh becomes finer. These
results demonstrate the optimal orders of convergence, which are consistent with
our expectation according to the degrees of polynomials employed for the approx-
imation. In Table 3, we present the errors and the convergence rates of the finite
element methods solutions obtained on body-fitting meshes (where the mesh is



IMMERSED CROUZEIX-RAVIART FEM FOR NAVIER-STOKES EQUATIONS

TABLE 1. Errors of IFE solutions for Example 2, (u=, u™) = (1,2.5).

575

N

(a) interface-unfitted mesh (b) body-fitting mesh

FIGURE 5. interface-unfitted mesh (N =
mesh (N = 10) for Example 2.

11) and body-fitting

lle1,nllo,e r lle2.nllo,0 r lles,nllo,e r leil1,0 r le2]1,0 r
11 3.41e-02 3.32e-02 3.98e-01 NA  8.99e-01 NA 8.94e-0l NA
21 0.85e-03  1.86  9.65e-03  1.85  2.06e-01  0.98 4.81e-01 0.94 4.80e-01  0.93
41 2.63e-03  1.94  2.58¢-03  1.94  1.03e-01  1.01 2.48¢-01 0.97 2.48¢-01  0.97
81 6.78e-04  1.97  6.66e-04  1.97  5.18e-02 1.0l 1.26e-01 0.99 1.26e-01  0.99
161  1.72e-04  1.99  1.69e-04  1.99  2.59¢-02  1.00 6.33e-02 0.99 6.33e-02  0.99
321 4.32e-05  2.00  4.25e-05  2.00  1.30e-02  1.00 3.18e-02 1.00 3.18e-02  1.00

TABLE 2. Errors of FE solutions on body-fitting meshes for Ex-

- ) =

ample 2, (u=,u™) = (1,2.5).
N le1,nllo,0 r lle2,nllo,0 r lles,nllo,@ r leil1,0 r le2]1,0 r
10 1.06e-02 1.07¢-02 1.06e-01 9.84¢-01 NA  9.84e-01 NA
20 1.08¢-02  1.91  1.08¢-02  1.91  2.09e-01  0.96 5.05e-01 0.96 5.05e-01 0.96
40 2.76e-03  1.97  2.75e-03  1.97  1.04e-01  1.01  2.54e-01 0.99  2.54e-01  0.99
80 6.93e-04  1.99  6.91e-04  1.99  5.19e-02  1.00 1.27e-01 1.00 1.27e-01  1.00
160  1.74e-04  2.00  1.73e-04  2.00  2.59e-02  1.00 6.37e-02 1.00 6.37e-02 1.00
320  4.34e-05  2.00  4.32e-05  2.00  1.30e-02  1.00 3.19e-02 1.00 3.19e-02  1.00

A /
T /
L /.

aligned with the interface by configuration, an illustration of such a body-fitting
mesh is sketched in the right subfigure of Figure 5), the rates of convergence are
optimal as expected. Comparing data in Table 1 and Table 3, as well as the two
velocity plots in Figure 6, it can be seen that the accuracy of IFE approximation on
interface-unfitted meshes and FE approximation on body-fitting meshes are much

alike.

Example 2. In this example, we consider a NS interface problem described by (1),
where the interface T is a straight line: T = {(z,y) : y — /0.3 = 0}. Then the
interface T' splits the domain into two subdomains Q= = {(z,y) : y — v0.3 < 0}
and QF = {(z,y) : y — V0.3 > 0}. The function f in (1a) is generated with the
following exact solution u and p:

(40)

(41)

u(ay) = ' 2, -
walany) = U= VOI i (@) e,
APV T ety — VOB, if () € O,
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In Table 3 and 4, we present the errors and the convergence rates of the CR-F,
IFE solutions when the jump in viscosity coefficient is modest (u=, u*) = (1,10)
and relatively large (u—, u™) = (1,1000), respectively. It takes about 3 Newton’s
iterations for the IFE methods to converge. It can be seen that the convergence
rates for velocity components u; and uy approach to O(h?) in the Ly norm and
O(h) in the H' semi-norm; convergence rates for the pressure p approach to O(h)
in the Ly norm as the mesh becomes finer. These results demonstrate the optimal
orders of convergence, which are consistent with our expectation according to the

J. WANG, X.

CR-CR-PO solution u1: #Cell = 51842, DOF = 208012

(a) IFE solution

CR-CR-PO solution u2: #Cell = 51842, DOF = 208012

(c) IFE solution

ZHANG AND Q. ZHUANG

FE solution ut: #Cell = 51200, DOF = 205440
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0
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(b) FE solution

FE solution u2: #Cell = 51200, DOF = 205440

(d) FE solution

degrees of polynomials employed for the approximation.

FIGURE 6. u;; (IFE) with N = 161 and w;; (FE) with N = 160
when p~ =1, ut =2.5. (i = 1,2. Top plots: uy p; bottom: ugp).
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TABLE 3. Errors of the IFE solutions for Examples 2, (u=, u™) = (1, 10).

N Teinllon T Te2.nllo.0 r lTes.nllo.0 T leil1,0 r leal1,0 T

10 T.67e-02 1.30e-02 2.82e-01 2.82e-01 NA  2.54e-0l NA
20 4.78e-03 1.81 3.55e-03 1.87 1.19e-01 1.24 1.44e-01 0.97 1.29e-01 0.98
40 1.07e-03 2.15 8.70e-04 2.03 5.04e-02 1.25 7.15e-02 1.00 6.46e-02 1.00
80  2.70e-04  1.99  2.19e-04  1.99  2.50e-02  1.01 3.58e-02 1.00 3.24e-02  1.00
160  6.83e-05  1.98  5.48e-05  1.99  1.25e-02  1.00 1.79e-02 1.00 1.62e-02  1.00
320  1.82e-05 1.90 1.41e-05 1.96  6.61e-03  0.92 8.99e-03 1.00 8.11e-03  1.00

Example 3. (Steady-state NSE with a circular interface) In this example,
we consider a steady-state NSE with a circular interface T = {(x,y) : 2> +y?>—0.3 =

0}. The interface T splits the domain  into two subdomains: Q= =

{(z,y) :
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TABLE 4. Errors of the IFE solutions for Examples 2, (u~, u™) = (1,1000).

N llei,nllo,0 r lle2.nllo,o r lles,nllo.0 r leil1,0 r le2]1,0 r

10 2.53e-02  NA 1.76e-02  NA  4.31e+00  NA  3.38¢-01 NA  2.58¢-01 NA
20 5.13e-03  2.31  3.66e-03  2.26  6.49e-01 2,73  1.56e-01 1.11 1.29e-01  1.00
40 1.12e-03  2.20  8.81e-04  2.05 1.04e+00 -0.68 7.17e-02 1.12 6.46e-02 1.00
80 2.87e-04  1.96  2.25e-04  1.97  6.41e-01 0.70  3.59e-02 1.00 3.23e-02  1.00
160  7.45e-05  1.95  5.82e-05  1.95  3.35e-01 0.93 1.80e-02 1.00 1.62e-02 1.00
320  2.12e-05 1.81  1.57e-05 1.89  1.23e-01 1.44  9.39e-03 0.94 8.10e-03  1.00

22+ 942 - 03 <0} and QF = {(2,9) : 2> + 3% — 0.3 > 0}. The right hand side
function f in (1a) is generated with the following exact solution w and p:

Ly(a?+y?—0.3), if (z,y) €Q,

Y
- - uy(z,y) ﬁy(ﬁ +y*—0.3), if (z,y) € QF,
u(r,y) = )
D7 gy = L+ 09, i ) e,
ug(z,y) = ;
20V T aa@? 42— 03), if (2,y) € OF,
1 4 3
(43) pley) = 5@ =)

TABLE 5. Errors of IFE solutions for Example 3 with (=, u™) = (1, 10).

N lle1nlloe r lle2.nllo,0 r lles.nllo,e T leil1,0 r le2]1.0 r

10 1.59e-03  NA  4.58¢-03  NA T.12e-01 NA  1.02e-01 NA  1.02e-01 NA
20 1.20e-03  1.93  1.20e-03  1.93  3.98e-02  1.50 5.32e-02 0.93 5.33¢-02  0.93
40 3.09e-04  1.96  3.09e-04  1.96  1.94e-02  1.03 2.75e-02 0.95 2.75¢-02  0.96
80 7.89e-05  1.97  7.88e-05  1.97  8.52¢-03  1.19 1.41e-02 0.96 1.40e-02 0.97
160 1.98e-05 2.00 1.98e-05 2.00 3.96e-03 1.11 7.04e-03 1.01 6.98e-03 1.01
320 4.97e-06 1.99 4.96e-06 1.99 1.86e-03 1.09 3.50e-03 1.01 3.48e-03 1.00

TABLE 6. Errors of IFE solutions for Example 3 with (1=, ™) = (1, 1000).

N lleinllo0 r lle2.nllo,0 r lles.nllo,0 r leil1,0 r leal1,0 r

10 1.36e-02  NA 1.36e-02  NA  1.34e+00  NA  1.48¢-01 NA  1.48¢-01 NA
20 3.08e-03  2.14  3.08e-03  2.14  1.40e+00 -0.07 6.26e-02 1.24 6.28e-02 1.24
40 7.74e-04  1.99  7.74e-04  1.99  8.08e-01 0.79  2.80e-02 1.16 2.90e-02 1.17
80 1.43e-04 244  1.43e-04 244  3.04e-01 1.41  1.34e-02 1.06 1.33e-02 1.08
160  2.67e-05  2.42  2.67e-05  2.42  1.12e-01 1.45  6.57¢-03 1.03 6.50e-03 1.03
320  5.32e-06  2.32  5.32e-06  2.32  3.99e-02 1.49  3.24e-03 1.02 3.22e-03 1.01

In Tables 5 and 6, we present the errors and the convergence rates of the CR-F,
IFE solutions when the jump in viscosity coefficient is modest (u=, u™) = (1,10)
and relatively large (u—, u™) = (1,1000), respectively. It takes about three itera-
tions for the Newton’s methods to converge below the threshold ¢y = 1076, It can
also be seen that, even for the high-contrast viscosity coefficients, the convergence
rates for the velocity components u; and us approach to O(h?) in the L? norm and
O(h) in the H' semi-norm; convergence rates for the pressure p approach to O(h)
in the L2 norm as the mesh becomes finer, which demonstrates the optimal rates
of convergence of the IFE solutions.

We plot the numerical solutions and exact solutions when the contrast of the
viscosity coefficients is (u~,put) = (1,10) in Figure 7 with the division of the
domain N = 160. According to those graphs, the numerical solutions simulate the
exact solution well and the numerical solutions are resolved accurately around the
interface.
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CR-CR-PO solution u1: #Cell = 51200, DOF = 205440

exact solution ut: #Cell = 51200, DOF = 205440
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(a) IFE solution uy p (b) exact solution uy

CR-CR-PO solution u2: #Cell = 51200, DOF = 205440 exact solution u2: #Cell = 51200, DOF = 205440
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(c) IFE solution ug 5, (d) exact solution ug

CR-GR-PO p: #Cell = 51200, DOF = 205440

exact solution p: #Cell = 51200, DOF = 205440

.
B

(e) IFE solution pp (f) exact solution p

FIGURE 7. CR-Fp IFE solution and exact solution (top to bottom:
u1, Uz, p) when p= =1, u* =10, N = 160.

Example 4. (Unsteady NSE with a circular interface) In this example, we
consider a time-dependent NS interface problem described by (1), with T = 1. The
circular interface: T = {(z,y) : 2® + y*> — 0.3 = 0} splits the domain Q into two
subdomains: Q= = {(z,y) : 2> +y*—0.3 < 0} and QT = {(z,y) : 2> +y*>—0.3 > 0}.
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CR-CR-PO solution u1: #Cell = 32768, DOF = 131584 exact solution ut: #Cell = 32768, DOF = 131584
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005 005
0 0

005 005
01 01

(a) IFE solution at t = 0.5 (b) exact solution at t = 0.5

CR-CR-PO solution ut: #Cell = 32768, DOF = 131584 exact solution ut: #Cell = 32768, DOF = 131584
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(c) IFE solution at t =1 (d) exact solution at t = 1

FIGURE 8. CR-F, IFE solution u; ; and exact solution u; at t =
0.5 and t =1, when = =1, ut =10, N = 128.

The function f in (1a) is generated with the following exact solution u and p:
(44)
22 +y? —0.3) cos(t), if (z,y) € 2,

)

1
=yl

uy(zx,y,t) =< * .
1@ y.1) Ly(x? +y? —0.3) cos(t), if (x,y) € QF,

u(x, y7 t) = N - —%1’(1172 —+ y2 — 03) COS(t), Zf (117, y) € Q_’
OB =802 12— 03)costt), if (2,0) € 2,
(45) pla.y) = —(a* —y?).

10

The IFE solutions are generated using the backward Euler scheme described in
(28), with the division of the time interval M = N?/8.

TABLE 7. Errors of IFE solutions for Example 4 at ¢ = 1 with
pwo =1, ut =10.

N llei,nlloe r lle2.nllo,0 r lles.nllo,0 r leil1,0 r le2]1,0 r
3 3.36e-03  NA  3.35e-03  NA  5.14e-02  NA  6.94e-02 NA  6.87e-02 NA
16 0.08¢e-04  1.89  9.08e-04  1.88  3.209e-02  0.65 3.57e-02 0.96 3.53¢-02 0.96
32 2.40e-04  1.92  2.40e-04  1.92  1.50e-02  1.13 1.81e-02 0.98 1.81e-02 0.96
64 6.12e-05  1.97  6.12e-05  1.97  5.75e-03  1.38 9.23e-03 0.97 9.23e-03  0.97
128  1.52e-05  2.01  1.52e-05  2.01  2.66e-03  1.11 4.68¢-03 0.98 4.67¢-03 0.98
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TABLE 8. Errors of IFE solutions for Example 4 at t = 1 with

u~ =1, 't =1000.
N ler,nllo.@ r llea,nllo,0 T lles,nllo,0 r lei]1,0 T lea]1,0 r
8 7.26e-03 7.25¢-03  NA  1.15e-00 NA  7.19e-02 NA  7.12e:02 NA
16 2.04e-03  1.83  2.04e-03  1.83  7.56e-01  0.61 3.87e-02 0.89 3.82e-02 0.89
32 8.02e-04 1.34  802-04 1.3  4.90e-01  0.63 2.09e-02 0.89 2.09¢-02 0.87
64  1.19e-04 275  1.19e-04 275  2.19e-01  1.16 8.74e-03 1.26 8.74e-03  1.26
128 2.07¢-05  2.53  2.07¢-05  2.53  8.49e-02  1.37 4.32¢-03 1.02 4.31e-03  1.02

CR-CR-PO Velocity Field: #Cell =512, DOF = 2112

Exact Velocity Field: #Cell =512, DOF = 2112

02 04 06 08 1 1

(a) IFE velocity field at t = 0.5 (b) exact velocity field at ¢t = 0.5

CR-CR-PO Velocity Field: #Cell =512, DOF = 2112 Exact Velocity Field: #Cell =512, DOF = 2112
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(c¢) IFE velocity field at t =1 (d) exact velocity field at t =1

FIGURE 9. CR-P, IFE velocity field u; and exact velocity field u
att=0.5and t =1, when p~ = 1, u* = 1000, N = 16.

In Tables 7 and 8, we present the errors and the convergence rates of the CR-
Py IFE solutions at ¢ = 1 when the contrast in viscosity coefficient is modest
(u~,1™) = (1,10) and relatively large (1, u*) = (1,1000), respectively. At each
time step, it takes about three iterations for the Newton’s method to converge,
by selecting eg = 10~® in (31). Those tables demonstrate that the convergence
rates are optimal. We plot the numerical solutions and exact solutions for the
first component of the velocity at ¢ = 0.5 and ¢ = 1, when the contrast of the
viscosity coefficients is (1=, u™) = (1, 10) in Figure 8 with the division of the domain
N = 128. According to those graphs, the numerical solutions at different time levels
simulate the exact solution well and are resolved accurately around the interface. In
addition, for the high-contrast viscosity coefficients where (1, ut) = (1,1000), we
plot the numerical velocity field uy, and exact velocity field w in Figure 9 at ¢t = 0.5
and t = 1, respectively, when the division of the domain is NV = 16. And the results
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indicate that at these two different time levels, the numerical velocity field captures
the features of exact velocity field well even on the mesh that is relatively coarse.

Example 5. (Unsteady NSE with a moving circular interface: variant ra-
dius) In this example, we consider a time-dependent NS interface problem described
by (1) with a moving circular interface where the radius varies with respect to time
s D(z,y,t) = {(z,y,t) : 2* + y> — (r(t))? = 0}, where r(t) = (0.3(3 sin(2nt) + 1)z,
t € [0,1]. The interface splits the domain § into two subdomains: Q™ (t) =
{(@.y.1) : 2 + 9% — (r(1)* < O} and QF (1) = {(,y,t) : 2° + * — (r(t))? > O}
The function f in (la) is generated with the following exact solution u and p:

=yl y,t), if (2,y) € Q7 (1),

u1($7y7t> = )
46)  w(z,yt) = Zeyl(2,y,t), if (z,y) € QF (),
- ua(z,y,t) = _l%xl—‘(x,y,t), if (w,y) € Q7 (1),
U T kel @b, if (2,y) € QF (),
]. 3 3
(a7) P y) = 5@ = v

CR-CR-PO Solution ut: #Cell = 8192, t=0.75 CR-CR-PO Solution ut: #Cell = 8192, t=1
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CR-CR-PO Solution u2: #Cell = 8192, t=0.75 CR-CR-PO Solution u2: #Cell = 8192, t=1

015 003 0015 004

01 002
005 001
005 001
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015 008 |
1 1

FIGURE 10. CR-Py IFE solutions in Example 5 with u= = 1, u* =
1000 at ¢t = 0.25,0.75 and 1, on a 64 x 64 mesh . (Top plots: inter-
face locations; middle: IFE solutions u; j; bottom: IFE solutions
u2’h.)

Selecting the division of the time interval M = N/2, Table 9 reports the errors
of backward-Euler IFE solutions obtained by (34) at the final time level (¢ = 1) for
moderate contrast of viscosity coefficients (u~, u™) = (1,10); Table 10 reports the
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TABLE 9. Errors of IFE solutions for Example 5 at ¢t = 1 with
(u=,p™) = (1,10), M = N/2.

N lle1,nllo,0 r ez, nllo,0 T lles,nllo,0 r lei]1,0 r lea]1,0 r
8 6.44e-03 NA 6.43e-03 NA 8.54e-02 NA  1.36e-01 NA 1.41e-01 NA
16 1.88¢-03  1.78  1.88¢-03  1.78  4.60e-02  0.89 6.78¢-02 1.01 6.68¢-02 1.09
32 5.78¢-04  1.70  5.78¢-04  1.70  2.19¢-02  1.07 3.37¢-02 1.01 3.37e-02  0.99
64 2.15e-04  1.43  2.15e-04  1.43  9.65e-03  1.18 1.72e-02 0.97 1.72e-02  0.97
128  9.48¢-05  1.18  9.48¢-05  1.18  4.66e-03  1.05 8.68¢-03 0.98 8.66e-03  0.99

TABLE 10. Errors of IFE solutions for Example 5 at t = 1 with
(p,pT) = (1,1000), M = N/2.

N llei,nllo,0 r lle2.nllo,0 r lles,nllo,0 r leil1,0 r le2]1,0 T

3 T.11e-02  NA T.12e-02  NA  1.69e+00 NA  1.36e-01 NA  1.36e-01 NA
16 2.78e-03  2.00  2.78¢-03  2.00  8.80e-01  0.95 6.52e-02 0.96 6.52¢-02 1.06
32 8.92e-04  1.64  8.92e-04  1.64  4.10e-01  1.10 3.38¢-02 0.97 3.38¢-02 0.95
64 1.31e-04  2.77  1.31e-04  2.77  1.64e-01  1.32 1.58e-02 1.09 1.58e-02 1.09
128 3.17e-05  2.05  3.17e-05  2.05  6.23e-02  1.40 7.98e-03 0.99 7.96e-03  0.99

TABLE 11. Errors of IFE solutions for Example 5 at t = 1 with
(0= p*) =(1,10), M = N2/8'

N lernllo.@ r llea.nllo,0 T lles,nllo,0 r lei]1,0 T lea]1,0 T
3 6.39e-03  NA  6.39e-03  NA _ 8.17e-02  NA  1.34e-0l NA  1.39¢e-01 NA
16 1.73e-03  1.89  1.73e-03  1.88  4.45¢-02  0.88 6.68e-02 1.01 6.59e-02 1.08
32 4.52e-04  1.94  4.52e-04  1.94  2.13e-02  1.06 3.34e-02 1.00 3.34e-02 0.98
64 1.16e-04  1.96  1.16e-04  1.96  9.45e-03  1.17 1.71e-02 0.97 1.71e-02  0.97
128 2.95e-05 1.98 2.95e-05 1.98 4.58e-03 1.04 8.65e-03 0.98 8.64e-03 0.98

TABLE 12. Errors of IFE solutions for Example 5 at ¢t = 1 with
(=, 1) = (1,1000), M = N2/8.

N llernllo.o r lle2.nllo.0 r lles.nllo.0 r leil1.0 r le2]1.0 r

8 1.17e-02 NA 1.17e-02 NA  1.64e+00 NA  1.30e-01 NA  1.36e-01 NA
16 3.36e-03  1.81  3.36e-03  1.81  8.48e-01  0.95 6.72¢-02 0.95 6.60e-02 1.05
32 9.79¢-04  1.78  9.79¢-04  1.78  4.05e-01  1.07 3.42¢-02 0.97 3.42¢-02 0.95
64 1.63e-04 259  1.63e-04  2.59  1.63e-01  1.32 1.59-02 1.11 1.59e-02 1.11
128  3.43e-05  2.25  3.43e-05  2.25  6.20e-02  1.39 7.98¢-03 0.99 7.96e-03  1.00

errors for the situation of high contrast coefficients (1=, u™) = (1,1000). Tables
11 and 12 report the errors when selecting M = N?/8. The numerical results are
consistent with the theoretical optimal convergence rates: O(h?+7) for errors in L?
norm and O(h+7) in H! semi-norm of the velocities; and O(h+ ) for errors in L?
norm of the pressure. Figure 10 shows the IFE solutions u; and us at t = 0.25,0.75
and t = 1 respectively, on a 64 x 64 mesh, when (u~, u™)=(1, 1000).

Example 6. (Unsteady NSE with a moving circular interface: mov-
ing center) In this example, we consider a time-dependent NS interface prob-
lem described by (1) with a moving circular interface where its center is moving
from the centroid of the domain to the upper right corner: T'(z,y,t) = {(x,y,t) :
(z —0.2t)% + (y — 0.2t)2 — 0.3 = 0}, t € [0,1]. The interface splits the domain
into two subdomains: Q= (t) = {(x,y,t) : (x —0.2t)% + (y — 0.2t)2 — 0.3 < 0} and
Ot (t) = {(x,y,t) : (x —0.2t)% + (y — 0.2t)2 — 0.3 > 0}. The function f in (1a) is
generated with the following eract solution u and p:

wi(z,y,t) = 2=y =020 (2,9, 1), if (z,y) € (1),

= o ﬁ(y —0.26)[(z,y, 1), if (z,y) € QT (¢)
(48) wu(z,y,t) = ; o N G
ug(z,y,t) = _F($— 2000 (x, y,t), if (x,y) € (
— (@ = 026)T(,y,1), if (2,y) € QF(

)

+t)

Y
)



IMMERSED CROUZEIX-RAVIART FEM FOR NAVIER-STOKES EQUATIONS 583

TABLE 13. Errors of IFE solutions for Example 6 at t = 1 with
(,LL_,[L+) =(1,10), M = N2/8

N le1,nllo,@ r lle2,nllo,0 r lles,nllo,@ r leil1,0 r le2]1,0 T
8 6.58e-03 NA 6.57e-03 NA 1.06e-01 NA 1.31e-01 NA 1.31e-01 NA
16 1.80e-03  1.87  1.80e-03  1.87  4.73e-02  1.17 6.96e-02 0.91 6.93e-02  0.92
32 4.63e-04  1.96  4.63e-04  1.96  2.21e-02  1.10 3.45e-02 1.01 3.43e-02 1.01
64 1.18¢-04  1.97  1.18¢-04  1.97  1.05e-02  1.08 1.74e-02 0.99 1.74e-02  0.98
128  2.99e-05  1.98  2.99e-05 1.98  5.04e-03  1.05 8.72e-03 1.00 8.71e-03  0.99

N center=(0.05,0.05), t =0.25 N center=(0.15,0.15), t =0.75 N center=(0.2,0.2), t =1
E 1 0.5 0 05 1 1—1 05 0 05 1 E 1 05 0 05 1
CR-CR-PO Solution u1: #Cell = 8192, t=0.25 CR-CR-P0 Solution u1: #Cell = 8192, t=0.75 CR-CR-PO Solution u1: #Cell = 8192, t=1
o1 0.05

CR-CR-PO Solution u2: #Cell = 8192, t=0.25 CR-CR-P0 Solution u2: #Cell = 8192, t=0.75 CR-CR-PO Solution u2: #Cell = 8192, t=1

FIGURE 11. CR-P, IFE solutions in Example 6 with =~ =1, u* =
10 at ¢ = 0.25,0.75 and 1, on a 64 x 64 mesh . (Top plots: interface
locations; middle: IFE solutions uq 5; bottom: IFE solutions ug p.)

TABLE 14. Errors of IFE solutions for Example 6 at t = 1 with
(n=,put) = (1,1000), M = N?/8.

N llei,nllo,0 r lle2,nllo,0 r lles,nllo,0 r leil1,0 r le2]1,0 T
8 1.32¢-02  NA 1.32e-02  NA  1.256+00 NA  1.40e-01 NA  1.40e-01 NA
16 4.93¢-03  1.42  4.93e-03  1.42  8.78e-01  0.51 7.98¢-02 0.81 7.95¢-02  0.82
32 0.48¢-04  2.38  9.48e-04  2.38  4.18¢-01  1.07 3.36e-02 1.25 3.34e-02 1.25
64 1.73¢-04  2.45  1.73e-04  2.45  1.77e-01  1.24 1.60e-02 1.07 1.60e-02 1.06
128 3.43e-05  2.33  3.43¢-05  2.33  6.53e-02  1.44 7.97e-03 1.01 7.95e-03 1.01

(49) p(z,y) = %(963 - y°).

Letting M = N?2/8, Table 13 and Table 14 report the errors of backward-Euler
IFE solutions at the final time level (¢ = 1) for moderate contrast (u=, u*) = (1, 10)
and high contrast (u~, u™) = (1,1000) of viscosity coefficients. The optimal orders
of convergence are observed. Figure 11 shows the IFE solutions u; and us at
t =0.25,0.75 and t = 1 respectively, on a 64 x 64 mesh, when (u~, u™)=(1, 10).
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5. Conclusion

In this paper, we developed a nonconforming immersed finite element method
for Navier-Stokes equations with fixed and moving interfaces based on CR-F, IFE
spaces. A semi-discrete scheme and backward Euler scheme implemented with
Newton’s method are designed for the interface problems. Numerical examples are
provided to demonstrate the accuracy of the proposed IFE methods with different
configurations of interfaces and discontinuous viscosity coefficients. The optimal
orders of convergence of the IFE solutions are observed. The IFE solutions on
interface-unfitted meshes are compared with classical CR finite element solutions
on body-fitting meshes, and the accuracies of both methods are similar. Therefore
the proposed IFE methods can solve Navier-Stokes interface problems accurately
on interface-independent meshes.
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