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a b s t r a c t

In this paper, we introduce a class of lowest-order nonconforming immersed finite
element (IFE) methods for solving two-dimensional Stokes interface problems. The
proposed methods do not require the solution mesh to align with the fluid interface
and can use either triangular or rectangular meshes. On triangular meshes, the Crouzeix–
Raviart element is used for velocity approximation, and piecewise constant for pressure.
On rectangular meshes, the Rannacher–Turek rotated Q1-Q0 finite element is used. The
new vector-valued IFE functions are constructed to approximate the interface jump
conditions. Basic properties including the unisolvency and the partition of unity of these
new IFE functions are discussed. Approximation capabilities of the new IFE spaces for
the Stokes interface problems are examined through a series of numerical examples.
Numerical approximations in the L2-norm and the broken H1-norm for the velocity and
the L2-norm for the pressure are observed to converge optimally.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

Many physical phenomena involve multiple materials and mathematicians often model these phenomena by partial
ifferential equations with material interface. The solutions to these interface problems often exhibit kinks, discontinuities,
ingularities, and other non-smooth behaviors. In recent decades, developing efficient and accurate numerical methods
or solving interface problems has received wide attention. Conventional numerical methods such as the finite element
ethod (FEM) [1,2] often require the solution meshes to align with material interfaces, i.e., to use an interface-fitted mesh,
therwise, the approximation may not be accurate if not worse [2]. On the other hand, to have the mesh to fit the interface
equires constantly re-meshing as the interface evolves with time, which is often computationally expensive. Many efforts
ave been made to solve interface problems without the aligning requirement, i.e., to solve interface problems on unfitted
eshes. See Fig. 1 for an illustration of these two types of meshes.
The immersed finite element method (IFEM) is one of these unfitted-mesh methods. The main idea of IFEM is to

ocally modify the approximation function around the interface to accommodate the interface jump conditions. In [3], Li
ntroduced the piecewise linear IFEM for one-dimensional elliptic interface problems. Since then many articles have been
ublished in extending this method to higher-order approximations [4–6] and multi-dimensional interface problems [7–
2]. Besides, the IFEM has been applied to other interface problems including parabolic interface problems [13,14],
yperbolic interface problems [15,16], shape optimization inverse problems [17,18], elasticity interface problems [19–21],
oving interface problems [22,23], triple-junction interface problems [24,25], and plasma simulations [26,27].
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Fig. 1. From left: the domain of an interface problem, an interface-fitted mesh, and an unfitted mesh.

Stokes equations are used to model multiphase flow with jumps in velocity, pressure, and physical parameters. There
have been a few numerical methods based on unfitted meshes for Stokes equations including CutFEM [28], Nitsche’s
Extended FEM [29], XFEM [30], fictitious domain FEM [31,32], immersed interface method [33], etc. As for IFEM, Adjerid,
Chaabane, and Lin developed an immersed Q1-Q0 discontinuous Galerkin (DG) method [34]. The velocity vector is
pproximated by the broken Q1 functions while the pressure is approximated by the piecewise constant functions. This
iscontinuous IFE space is stable and the corresponding immersed DG method is observed to have optimal convergence
n both the velocity and the pressure.

In this paper, we develop two IFE approximations for the steady-state Stokes equations. Our methods are based on the
onconforming FEM framework. It is well-known that the nonconforming P1 finite element, widely known as Crouzeix–
aviart (CR) element [35] defined on triangular meshes and the nonconforming Q1 element, known as Rannacher–Turek

element [36] or the rotated-Q1 (RQ1) element defined on rectangular meshes are both stable finite element pairs for
Stokes equations [37,38]. Comparing with the Taylor–Hood finite element [39], these nonconforming finite elements can
use low-order polynomials and they are element-wise divergence-free [40].

The proposed IFE methods locally modify the CR-P0 and the RQ1-Q0 FE basis functions on interface elements. Trying
to keep the original FE structure as much as possible, we use standard FE basis functions on non-interface elements. On
interface elements, we construct new basis functions to incorporate the interface jump conditions. Unlike the Poisson
equation [41], the IFE basis functions on interface elements are vector-valued since the stress interface condition (2.7)
couples together the velocity and the pressure variables. The vector-valued IFE basis functions have been developed for
the elasticity system in [20,21] and for the Stokes equation in [34]. Comparing to other unfitted-mesh FEMs [28–30], the
proposed IFE spaces are isomorphic to the standard CR-P0 or RQ1-Q0 FE spaces on the same mesh. In other words, the
number and the location of the degrees of freedom of the IFE space are identical to the corresponding FE space as if there
were no interface. This structure-preserving feature is desirable in solving a moving interface problem [22] and can also
adopt existing fast solvers from standard FEM.

Comparing with the Q1-Q0 IDG method [34], the computation cost for the proposed IFE methods is significantly less.
To be more specific, on a Cartesian mesh with N × N rectangles, the Q1-Q0 IDG method has 9N2 degrees of freedom, but
the new RQ1-Q0 IFEM has only 5N2 degrees of freedom. Cutting each rectangle into two triangles, our new CR-P0 IFEM has
8N2 degrees of freedom, still less than the IDG method. Another difference is in the numerical algorithm. Since the IDG
method does not enforce continuity across the elements, the computational algorithm must contain additional consistency
and stability terms. However, our nonconforming IFE spaces impose weak continuity such that the average integral value
across the edges is continuous [41,42]. There is no need to include these additional terms in our numerical scheme. Thus,
the new IFE algorithm has a much simpler form comparing to the IDG scheme in [34]. The proposed nonconforming IFE
method is probably one of the simplest unfitted-mesh methods for Stokes interface problems.

The rest of the paper is organized as follows. In Section 2, we present the steady-state Stokes interface problems and
introduce some preliminary notations. In Sections 3 and 4, we construct the CR-P0 and RQ1-Q0 IFE spaces on triangular
and rectangular meshes, respectively. In Section 5, we present some fundamental properties of the new vector-valued
IFE spaces, including unisolvency, consistency, and partition of unity. In Section 6, we derive the weak formulation of
the Stokes interface problem and present the nonconforming IFE method for this problem. In Section 7, we report some
numerical examples to demonstrate the optimal approximation capability of the IFE spaces and the corresponding IFE
solutions. Brief conclusions will be given in Section 8.

2. Stokes interface problems

We are interested in steady-state fluid flow problems consisting of two immiscible fluids separated by an interface. Let
Ω ⊂ R2 be an open bounded domain separated by a smooth interface Γ . The interface Γ separates Ω into two disjoint
subdomains Ω+ and Ω− such that Ω̄ = Ω̄+

∪ Ω̄− and Ω+
∩Ω−

= ∅. Each subdomain is occupied by a fluid. See Fig. 1
for an illustration of the domain. Consider the governing incompressible Stokes equations:

− ∇ · S(u, p) = f in Ω+
∪Ω−, (2.1)
2
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∇ · u = 0 in Ω, (2.2)

u = 0 on ∂Ω, (2.3)

here u and p denote the velocity and the pressure, respectively. S(u, p) is the stress tensor defined as

S(u, p) = 2µϵ(u) − pI, (2.4)

where ϵ(u) = (∇u + (∇u)t )/2 is the strain tensor, and I is the identity tensor. The viscosity function µ(x) is assumed to
have a finite jump across the interface Γ . For simplicity, we assume that µ(x) is a piecewise constant function

µ(x) =

{
µ− in Ω−,

µ+ in Ω+,
(2.5)

here µ± are positive constants and x = (x, y). Across the fluid interface Γ , the solution is assumed to satisfy the following
elocity and stress jump conditions:

JuKΓ = 0, (2.6)

JS(u, p)nKΓ = 0, (2.7)

here the jump Jv(x)KΓ := v+(x)|Γ−v−(x)|Γ , and n denotes the unit normal vector to the interface Γ pointing from
− to Ω+. Throughout the paper, we use the standard notation (·, ·)ω to denote the L2 inner product on ω ⊂ Ω . We
mit subscript ω if ω = Ω . Note that the Stokes equation (2.1) can be simplified when the viscosity coefficient µ(x) is a
piecewise) constant. In this case, the incompressibility condition (2.2) yields

∂ϵ11(u)
∂x

+
∂ϵ12(u)
∂y

=
1
2

(
∂2u1

∂x2
+
∂

∂x

(
∂u1

∂x
+
∂u2

∂y

)
+
∂2u1

∂y2

)
=

1
2
∆u1, (2.8)

nd similarly,

∂ϵ21(u)
∂x

+
∂ϵ22(u)
∂y

=
1
2

(
∂2u2

∂x2
+
∂

∂y

(
∂u1

∂x
+
∂u2

∂y

)
+
∂2u2

∂y2

)
=

1
2
∆u2. (2.9)

herefore, the momentum equation (2.1) can be written as

− µ∆u + ∇p = f in Ω+
∪Ω−. (2.10)

n this framework, the stress interface jump condition (2.7) is modified to

J(µ∇u − pI)nKΓ = 0. (2.11)

or more details about derivation of the Stokes equations, we refer the reader to [43].

. CR-P0 immersed finite element space

In this section, we introduce the CR-P0 immersed finite element space for the Stokes interface problem. To this point,
we assume thatΩ is a polygonal domain. Let Th = {Tk}Nk=1 be an unfitted shape-regular triangulation ofΩ where N = |Th|

denotes the number of triangles. If an element T ∈ Th is cut through by the interface Γ , we call it an interface element;
otherwise, we call it a non-interface element. Denote the collections of interface elements and non-interface elements
by T i

h and T n
h , respectively. Let Eh be the set of all edges in Th. The collections of interface edges and non-interface edges

are denoted by E i
h and En

h , respectively. The collections of internal edges and boundary edges are denoted by E0
h and Eb

h ,
respectively. Moreover, on a given triangular mesh Th, we assume that it satisfies the following hypotheses:

• (H1) The interface can cross at most two edges of an element.
• (H2) The interface can cross at most once with each edge, unless the edge is part of the interface.

3.1. CR-P0 FE shape functions

On non-interface elements, the standard CR-P0 finite element functions are used for approximating the velocity and
the pressure. Let T ∈ T n

h be a non-interface element with vertices A1, A2, A3 oriented counterclockwise. We label the
edges of T by e1 = A1A2, e2 = A2A3, and e3 = A3A1. The degrees of freedom of the CR finite element is determined by the
verage value over edges. More precisely, the CR local shape functions ψj,T ∈ P1, j = 1, 2, 3 satisfy

1
∫
ψj,T (x, y)ds = δij, i, j = 1, 2, 3
|ei| ei

3
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Fig. 2. Types of interface elements. The red curve Γ is the actual interface, and Γ T = DE is the line approximation of the interface.

here δij is the Kronecker function. We approximate the pressure by the piecewise constant function space denoted by
0. For the two-dimensional Stokes problem, the components of the velocity and the pressure constitute a vector-valued
inite element space, denoted by Snh(T ) = P1 × P1 × P0. There are seven local shape functions as follows:

ψj,T =

[
ψj,T
0
0

]
for j = 1, 2, 3, ψj,T =

[ 0
ψj−3,T

0

]
for j = 4, 5, 6, ψ7,T =

[ 0
0
1

]
. (3.1)

The local CR-P0 finite element space can be written as Snh(T ) = span{ψj,T : 1 ≤ j ≤ 7}.

3.2. CR-P0 IFE shape functions

On an interface element T ∈ T i
h , simply using polynomial approximations will not be accurate, since the exact

solution is not smooth across the interface. We need to modify the functions in Snh(T ) to accommodate the interface
jump conditions. Without loss of generality, we consider the following reference triangle T whose vertices are given by

Â1 = (0, 0), Â2 = (1, 0), Â3 = (0, 1).

Note that an arbitrary triangle with vertices Ai = (xi, yi), i = 1, 2, 3 can be mapped to this reference triangle by the
following mapping[

x̂
ŷ

]
=

[
x2 − x1 x3 − x1
y2 − y1 y3 − y1

]−1 [
x − x1
y − y1

]
. (3.2)

For simplicity, we still use symbols without hat on reference interface elements. Based on the hypotheses (H1) and (H2),
there are three geometrical configurations of the interface elements. See Fig. 2 for an illustration. Type I refers to the case
where the interface Γ separates A1 from A2, A3; Type II refers to the case where the interface Γ separates A2 from A1, A3;
and Type III refer to the case that the interface Γ separates A3 from A1, A2. We also let D = (xd, yd) and E = (xe, ye) be the
two intersection points of Γ with ∂T . We use the line segment Γ T = DE to approximate the actual interface ΓT = Γ ∩ T
nside the element. The element T is subdivided by Γ T into two sub-elements T+ and T−. The intersection points D and
E can be written as a convex combination of vertices. For instance, for Type I interface elements, D = (1− d)A1 + dA2 and
E = (1 − e)A1 + eA3 where 0 < d, e < 1.

Now we are ready to construct the local IFE shape functions. Note that for systems of PDEs, the unknown functions are
often coupled together through the interface jump conditions. For this Stokes system, the velocity u and the pressure p are
coupled together through the stress interface condition (2.7). Thus, vector-valued IFE basis functions must be constructed.
Define the following vector-valued IFE shape functions φj,T , 1 ≤ j ≤ 7 such that φj,T |T s= φs

j,T = (φs
1,j, φ

s
2,j, φ

s
p,j) ∈

P1 × P1 × P0, with s = +,−. To be more explicit, we have

φj,T (x, y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ+

j,T (x, y) =

⎡⎢⎣φ
+

1,j(x, y)

φ+

2,j(x, y)

φ+

p,j(x, y)

⎤⎥⎦ =

⎡⎢⎣ a+

1jx + b+

1jy + c+

1j

a+

2jx + b+

2jy + c+

2j

d+

j

⎤⎥⎦ ,
φ−

j,T (x, y) =

⎡⎢⎣φ
−

1,j(x, y)

φ−

2,j(x, y)
−

⎤⎥⎦ =

⎡⎢⎣ a−

1jx + b−

1jy + c−

1j

a−

2jx + b−

2jy + c−

2j
−

⎤⎥⎦ ,
j = 1, 2, . . . , 7. (3.3)
φp,j(x, y) dj
4
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Each vector-valued IFE shape function φj,T has 14 undetermined coefficients a±

1j, a
±

2j, b
±

1j, b
±

2j, c
±

1j , c
±

2j , and d±

j . These
oefficients can be determined by seven local degrees of freedom (average edge values and mean pressure condition),
nd additional seven interface jump conditions stated below.

• Six edge-value conditions

1
|ek|

∫
ek

φj,Tds =

[
δjk
0
0

]
, k = 1, 2, 3,

1
|ek−3|

∫
ek−3

φj,Tds =

[ 0
δjk
0

]
, k = 4, 5, 6. (3.4)

• One mean pressure condition

1
|T |

∫
T
φj,Tdxdy =

[ 0
0
δjk

]
, k = 7. (3.5)

• Four continuity conditions of the velocity

Jφ1,j(D)K = Jφ2,j(D)K = Jφ1,j(E)K = Jφ2,j(E)K = 0. (3.6)

• Two stress continuity conditions

Jµ
(
2∂xφ1,jn1 + (∂yφ1,j + ∂xφ2,j)n2

)
− φp,jn1KDE = 0, (3.7)

Jµ
(
(∂xφ2,j + ∂yφ1,j)n1 + 2∂yφ2,jn2

)
− φp,jn2KDE = 0. (3.8)

• One continuity of the divergence condition

J∂xφ1,j + ∂yφ2,jKDE = 0. (3.9)

Combining (3.4)–(3.9) we obtain a 14 × 14 linear system for the Type I interface element:

M1cj = ej (3.10)

where the coefficient matrix M1 is given by

M1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
2d

2 0 d 1−d2
2 0 1 − d 0 0 0 0 0 0 0 0

0 0 0 1/2 1/2 1 0 0 0 0 0 0 0 0
0 e2

2 e 0 1−e2
2 1 − e 0 0 0 0 0 0 0 0

0 0 0 0 0 0 d2/2 0 d 1−d2
2 0 1 − d 0 0

0 0 0 0 0 0 0 0 0 1/2 1/2 1 0 0
0 0 0 0 0 0 0 e2/2 e 0 1−e2

2 1 − e 0 0
0 0 0 0 0 0 0 0 0 0 0 0 de 1 − de

−d 0 −1 d 0 1 0 0 0 0 0 0 0 0
0 −e −1 0 e 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −d 0 −1 d 0 1 0 0
0 0 0 0 0 0 0 −e −1 0 e 1 0 0

2eµ− dµ− 0 −2eµ+
−dµ+ 0 dµ− 0 0 −dµ+ 0 0 −e e

0 eµ− 0 0 −eµ+ 0 eµ− 2dµ− 0 −eµ+
−2dµ+ 0 −d d

−1 0 0 1 0 0 0 −1 0 0 1 0 0 0

(3.11)

The unknown vector cj and the right hand side vector ej are

cj =

[
a+

1j, b
+

1j, c
+

1j , a
−

1j, b
−

1j, c
−

1j , a
+

2j, b
+

2j, c
+

2j , a
−

2j, b
−

2j, c
−

2j , d
+

j , d
−

j

]t
, (3.12)

ej =

[
δj1, δj2, δj3, δj4, δj5, δj6, δj7, 0, 0, 0, 0, 0, 0, 0

]t
. (3.13)

ith each vector ej, j = 1, 2, . . . , 7, we solve the linear system (3.10) to obtain cj. Substituting the vector cj in (3.3),

e obtain the CR-P0 vector-valued IFE shape function φj,T . The derivation of Type II and Type III interface elements are

5
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similar. The coefficient matrix M2 for Type II interface element is

M2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

d2/2 0 d 1−d2
2 0 1 − d 0 0 0 0 0 0 0 0

1−e2
2

1−e2
2 1 − e m2,4 e2/2 e 0 0 0 0 0 0 0 0

0 1/2 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 d2/2 0 d 1−d2

2 0 1 − d 0 0
0 0 0 0 0 0 m5,7 m5,8 1 − e m5,10 e2/2 e 0 0
0 0 0 0 0 0 0 1/2 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 m7,13 m7,14

−d 0 −1 d 0 1 0 0 0 0 0 0 0 0
−1 + e −e −1 1 − e e 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 −d 0 −1 d 0 1 0 0
0 0 0 0 0 0 −1 + e −e −1 1 − e e 1 0 0

2eµ− m12,2 0 −2eµ+ m12,5 0 m12,7 0 0 m12,10 0 0 −e e
0 eµ− 0 0 −eµ+ 0 eµ− m13,8 0 −eµ+ m13,11 0 m13,13 m13,14

−1 0 0 1 0 0 0 −1 0 0 1 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.14)

where,
m2,4 = −

1
2 (−2+e)e, m5,7 = m2,1, m5,8 = m2,2, m5,10 = m2,4, m7,13 = 1+(−1+d)e, m7,14 = e−de, m12,2 = (−1+d+e)µ−,

m13,2 = (−d + e)µ−, m13,7 = m13,2, m12,5 = −(−1 + d + e)µ+, m12,7 = (−1 + d + e)µ−, m12,10 = −(−1 + d + e)µ+,
13,8 = 2(−1 + d + e)µ−, m13,11 = −2(−1 + d + e)µ+, m13,13 = (1 − d − e)µ+, m13,14 = −1 + d + eµ+.
The coefficient matrix M3 for Type III interface element is

M3 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1/2 0 1 0 0 0 0 0 0 0 0 0 0 0
m2,1 d2/2 d (1−d)2

2
1−d2

2 1 − d 0 0 0 0 0 0 0 0
0 e2/2 e 0 1−e2

2 1 − e 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1/2 0 1 0 0 0 0 0
0 0 0 0 0 0 m5,7 d2/2 d (1−d)2

2
1−d2

2 1 − d 0 0
0 0 0 0 0 0 0 e2/2 e 0 1 − e 1 − e 0 0
0 0 0 0 0 0 0 0 0 0 0 0 m7,13 m7,14

−1 + d −d −1 1 − d d 1 0 0 0 0 0 0 0 0
0 −e −1 0 e 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 + d −d −1 1 − d d 1 0 0
0 0 0 0 0 0 0 −e −1 0 e 1 0 0

m12,1 m12,2 0 m12,4 m12,5 0 m12,7 0 0 m12,10 0 0 d − e −d + e
0 m13,2 0 0 m13,5 0 m13,7 m13,8 0 m13,10 m13,11 0 −1 + d 1 − d

−1 0 0 1 0 0 0 −1 0 0 1 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.15)

where,
m2,1 = −

1
2 (−2+d)d, m5,7 = m2,1, m7,13 = d+ e−de, m7,14 = (−1+d)(−1+ e), m12,1 = 2(−d+ e)µ−, m12,2 = µ−

−dµ−,
m12,4 = 2(d−e)µ+, m12,5 = (−1+d)µ+, m12,7 = µ−

−dµ−, m12,10 = (−1+d)µ+, m13,2 = (−d+e)µ−, m13,5 = (d−e)µ+,
m13,7 = (−d + e)µ−, m13,8 = −2(−1 + d)µ−, m13,10 = (d − e)µ+, m13,11 = 2(−1 + d)µ+.

In Fig. 3, we plot the local CR-P0 IFE vector-valued shape function φ3,T and the standard FE vector-valued shape function
3,T as a comparison. There is a kink on all three components of φ3,T across the interface, which is designed to satisfy the
tress conditions across the interface. Moreover, unlike the FE shape function ψ3,T , the second and the third components
of φ3,T are not entirely zero.

We define the local IFE space to be Sih(T ) = span{φj,T : 1 ≤ j ≤ 7}. To unify the notation, we denote the local FE/IFE
space on each triangle T ∈ Th by

Sh(T ) =

{
Sih(T ), if T ∈ T i

h ,

Snh(T ), if T ∈ T n
h .

(3.16)

The global CR-P0 IFE space is defined to be

Sh(Th) =

{
v = [v1, v2, vp]

t
∈ [L2(Ω)]3 : v|T∈ Sh(T ), ∀T ∈ Th, and

∫
JviKds = 0, ∀e ∈ E0

h , i = 1, 2
}
. (3.17)
e

6
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Fig. 3. Comparison of the FE shape function ψ3,T and IFE shape function φ3,T .

he subspace with vanishing velocity boundary value is defined as

S0h(Th) =

{
v = [v1, v2, vp]

t
∈ Sh(Th) :

∫
e
vids = 0, ∀e ∈ Eb

h , i = 1, 2
}
. (3.18)

. RQ1-Q0 immersed finite element space

In this section, we introduce the RQ1-Q0 immersed finite element spaces for Stokes interface problem. Let Ω ⊂ R2 be a
ectangular domain or a union of rectangular domains. Assume that Ω is partitioned by an interface-unfitted rectangular
esh denoted Rh = {Rk}

N
k=1. As before, we let Ri

h and Rn
h be the collection of interface elements and non-interface

lements, respectively. Define Eh to be the set of all edges in Rh. Let E i
h and En

h denote the collection of interface edges
nd non-interface edges, respectively. The collection of internal edges and boundary edges are denoted by E0

h and Eb
h ,

espectively. In addition, we assume that the rectangular mesh Rh satisfies the same hypotheses (H1) and (H2) as the
riangular mesh Th.

.1. RQ1-Q0 FE shape functions

We recall the nonconforming rotated-Q1 finite elements which are used to approximate the velocity. Suppose R ∈ Rh
s a non-interface element with vertices A1, A2, A3, A4 which are oriented counterclockwise. The edges of R are labeled by
e1 = A1A2, e2 = A2A3, e3 = A3A4, and e4 = A4A1. See the left plot of Fig. 4. The local RQ1 space is the Q1 space rotated by
45◦, i.e.,

RQ1 = Span{1, x, y, x2 − y2}, (4.1)

here the local basis functions, denoted by ψj,R, satisfy

1
|ei|

∫
ei

ψj,R(x, y)ds = δij, i, j = 1, 2, 3, 4,

where δij is the Kronecker function. The pressure is approximated by the piecewise constant function space denoted by Q0.
The coupled velocity–pressure components create a vector-valued finite element space on each element R ∈ R , denoted
h

7
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1

Fig. 4. A noninterface element (left), Type I interface element (middle), and Type II interface element (right).

y Snh(R) = RQ 1 × RQ 1 × Q0. This vector-valued finite element space has nine local shape functions as follows:

ψj,R =

[
ψj,R
0
0

]
for j = 1, 2, 3, 4, ψj,R =

[ 0
ψj−4,R

0

]
for j = 5, 6, 7, 8, ψ9,R =

[ 0
0
1

]
. (4.2)

We can also write the local RQ1-Q0 finite element space as Snh(R) = span{ψj,R : 1 ≤ j ≤ 9}.

4.2. RQ1-Q0 IFE shape functions

Let R ∈ Ri
h be an interface element such that the interface curve Γ intersects R at the two points, denoted by

D = (xd, yd) and E = (xe, ye). We use the line segment DE to approximate the interface curve within R. This line segment
eparates the element R into two subelements, R+

∈ Ω+ and R−
∈ Ω−. There are generally two geometrical configurations

associated with rectangular interface elements. If the interface intersects an element at two adjacent edge, the element
is called a Type I interface element. If the intersection points are on two opposite edges, the element is called a Type II
interface element. See Fig. 4.

For simplicity, we present the construction and the analysis of the RQ1-Q0 IFE shape functions on a reference element
R̂ = □Â1Â2Â3Â4, where

Â1 = (0, 0), Â2 = (1, 0), Â3 = (1, 1), Â4 = (0, 1).

Through straightforward scaling, the reference element R̂ can be mapped to an arbitrary rectangular element R. We drop
the hat for simplicity of the analysis. For the Type I interface element, the intersection points D and E can be written as a
convex combinations of vertices, i.e., D = (d, 0) and E = (0, e); and for Type II interface element D = (1, d) and E = (0, e)
for 0 < d, e < 1.

Similar to (3.3), we construct RQ1-Q0 vector-valued function φj,R, where φj,R = φs
j,R on Rs, s = +,− and φs

j,R =

(φs
1,j, φ

s
2,j, φ

s
p,j) ∈ RQ 1 × RQ 1 × Q0 such that

φj,R(x, y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ+

j,R(x, y) =

⎡⎢⎣φ
+

1,j(x, y)

φ+

2,j(x, y)

φ+

p,j(x, y)

⎤⎥⎦ =

⎡⎢⎣ a+

1j + b+

1jx + c+

1jy + d1j(x2 − y2)

a+

2j + b+

2jx + c+

2jy + d2j(x2 − y2)

d+

pj

⎤⎥⎦ ,

φ−

j,R(x, y) =

⎡⎢⎣φ
−

1,j(x, y)

φ−

2,j(x, y)

φ−

p,j(x, y)

⎤⎥⎦ =

⎡⎢⎣ a−

1j + b−

1jx + c−

1jy + d1j(x2 − y2)

a−

2j + b−

2jx + c−

2jy + d2j(x2 − y2)

d−

pj

⎤⎥⎦ ,
j = 1, 2, . . . , 9. (4.3)

This linear system has 16 unknowns a±

1j, a
±

2j, b
±

1j, b
±

2j, c
±

1j , c
±

2j , d1j, d2j, and d±

pj , which will be determined by the following
6 conditions:

• Eight edge-value conditions

1
|ek|

∫
ek

φj,Rds =

[
δjk
0
0

]
, k = 1, 2, 3, 4,

1
|ek−4|

∫
ek−4

φj,Rds =

[ 0
δjk
0

]
, k = 5, 6, 7, 8. (4.4)

• One mean value condition

1
|R|

∫
φj,Rdxdy =

[ 0
0

]
, k = 9. (4.5)
R δjk

8
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• Four velocity conditions across the interface

Jφi,j(D)K = Jφi,j(E)K = 0, i = 1, 2. (4.6)

• Two weakly imposed stress jump conditions∫
DE

Jµ
(
2∂xφ1,jn1 + (∂yφ1,j + ∂xφ2,j)n2

)
− φp,jn1KDEds = 0, (4.7)

∫
DE

Jµ
(
(∂xφ2,j + ∂yφ1,j)n1 + 2∂yφ2,jn2

)
− φp,jn2KDEds = 0. (4.8)

• One weakly imposed continuity of the divergence condition∫
DE

J∂xφ1,j + ∂yφ2,jKDEds = 0. (4.9)

ombining (4.4)–(4.9), we obtain a 16 × 16 linear system:

MR
i cj = ej, j = 1, 2, . . . , 9, (4.10)

here MR
i , i = 1, 2 denote the matrix on Type I and Type II interface element, respectively. Due to the page limit and

traightforward formulation, the full matricesMR
i , i = 1, 2 will be omitted in this paper. As before, we choose ej ∈ R16 to be

anonical vectors, and solve for cj, we can obtain the IFE local shape functions φj,R. In Fig. 5, the standard FE vector-valued
hape function ψ3,R and the local IFE vector-valued shape function φ3,R are plotted for comparison.
The local RQ1-Q0 IFE space on the interface rectangle R ∈ Ri

h is Sih(R) = span{φj,R : 1 ≤ j ≤ 9}. We also unify the
otation by

Sh(R) =

{
Sih(R), if R ∈ Ri

h,

Snh(R), if T ∈ Rn
h.

(4.11)

he global RQ1-Q0 IFE space and the zero-boundary subspace are defined to be

Sh(Rh) =

{
v = [v1, v2, vp]

t
∈ [L2(Ω)]3 : v|T∈ Sh(R), ∀R ∈ Rh, and

∫
e
JviKds = 0, ∀e ∈ E0

h , i = 1, 2
}
. (4.12)

S0h(Rh) =

{
v = [v1, v2, vp]

t
∈ Sh(Rh) :

∫
e
vids = 0, ∀e ∈ Eb

h , i = 1, 2
}
. (4.13)

5. Properties of nonconforming IFE spaces

In this section, we present some basic properties of the new nonconforming vector-valued IFE spaces.

Theorem 5.1 (Unisolvency). The nonconforming IFE shape functions can be uniquely determined by the prescribed edge values
of the velocity and the mean pressure value, regardless the interface locations and the jumps of viscosity coefficients µ± > 0.
More precisely, we have

• The CR-P0 IFE shape functions φj,T , 1 ≤ j ≤ 7 can be uniquely determined by conditions (3.4)–(3.5)
• The RQ1-Q0 IFE shape functions φj,R, 1 ≤ j ≤ 9 can be uniquely determined by conditions (4.4)–(4.5).

Proof. We prove this unisolvency by investigating the invertibility of the coefficient matrices. For the CR-P0 IFE space,
through direct computation, we have

det(M1) =
1
16

(
(1 − de)µ−

+ deµ+

)(
d2 + e2

)2

> 0, (5.1)

det(M2) =
1
16

(
(1 − d − e)2 + e2

)2(
µ+(1 − e + de) + µ−e(1 − d)

)
> 0, (5.2)

det(M3) =
1
16

(
(1 − d)2 + (d − e)2

)2(
µ−(1 − d)(1 − e) + µ+

(
d + e(1 − d)

))
> 0. (5.3)

or RQ1-Q0 IFE space of Type I interface element, through direct computation we have det(MR
1 ) = D1 + D2 where

D1 =
µ+

(d2 + e2)
[
de
(
3(d − e)2 + 2(d2 + e2)

)]
> 0
36
9
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Fig. 5. Comparison of the IFE shape functions (Type I and II) φ4,R and the FE shape function ψ4,R .

D2 =
µ−

36
(d2 + e2)

[
4d2 − 5d3e + 6d2e2 + 4e2 − 5de3

]
>
µ−

36
(d2 + e2)

[
d2(4 − 5e + 3e2) + e2(4 − 5d + 3d2)

]
> 0.

For Type II interface element, we have det(MR
2 ) = D3 + D4 where

D3 =
µ+

36
(1 + (d − e))2

[
3d(1 − d)2 + 3e(1 − e) + d(2 − e)(1 − e) + d(2 − e)(1 − e) + e(2 − d)(1 − d) + 2(d3 + e3)

]
> 0,

D4 =
µ−

36
(1 + (e − d))2

[
3(1 − d)d2 + 3(1 − e)e + (1 − d)(1 − e)e + (1 − e)(1 − d)d + 2((1 − d)3 + (1 − e)3)

]
> 0.

hus, both of the CR-P0 and the RQ1-Q0 IFE functions of all types are uniquely solvable. □

emark 5.1. We can use the gradient stress interface condition (2.11) to replace the original stress interface condition
2.7). That is to replace the conditions (3.7)–(3.8) by the following conditions

Jµ
(
∂xφ1,jn1 + ∂yφ1,jn2

)
− φp,jn1K = 0, (5.4)

Jµ
(
∂ φ n + ∂ φ n

)
− φ n K = 0, (5.5)
x 2,j 1 y 2,j 2 p,j 2

10
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in constructing the CR-P0 IFE shape functions. In this case, the new coefficient matrices, denoted by M̃i, i = 1, 2, 3 are
formed by updating the 12th and 13th rows of the matrices Mi, i = 1, 2, 3 in (3.11)–(3.15). It is an interesting observation
that det(M̃i) = det(Mi) for all 1 ≤ i ≤ 3, although these matrices are not entirely the same. The IFE basis functions using
these two stress conditions are very close. Since the determinants are identical, the unisolvency result (Theorem 5.1) also
holds true for this configuration. The same results are observed for RQ1-Q0 IFE functions.

Theorem 5.2 (Continuity of Velocity). The velocity components of the vector-valued IFE shape functions are continuous within
each interface element. To be more accurate,

• Let T ∈ T i
h be an interface triangle and let φj,T = (φ1,j, φ2,j, φp,j), 1 ≤ j ≤ 7 be the CR-P0 IFE shape functions. Then

φi,j ∈ C0(T ), i = 1, 2.
• Let R ∈ Ri

h be an interface rectangle and let φj,R = (φ1,j, φ2,j, φp,j), 1 ≤ j ≤ 9 be the RQ1-Q0 IFE shape functions. Then
φi,j ∈ C0(R), i = 1, 2.

Proof. The construction of CR-P0 IFE function uses the velocity jump condition (3.6). Note that two linear functions φ+

i,j and
φ−

i,j coincide along the line segment DE if they match at distinct endpoints D and E. This means the velocity components
φ1,j and φ2,j are both continuous across the line segment DE, thus continuous within the whole element T . For RQ1-Q0
IFE function (4.3), since the coefficients of the high-order terms x2 − y2 in the velocity components are equal on R+ and
R−, their difference is also a linear polynomial. This ensures the continuity of the velocity components over the entire
interface element R. □

The next two theorems show the consistency of IFE functions with standard FE functions.

Theorem 5.3 (Consistency I). The IFE shape functions become the standard FE shape functions if µ+
= µ−. More precisely,

• Let T ∈ T i
h be an interface triangle and let φj,T , 1 ≤ j ≤ 7 be the CR-P0 IFE shape functions. Then φj,T becomes ψj,T , if

µ+
= µ−.

• Let R ∈ Ri
h be an interface rectangle and let φj,R, 1 ≤ j ≤ 9 be the RQ1-Q0 IFE shape functions. Then φj,R becomes ψj,R, if

µ+
= µ−.

Proof. It can be verified by direct calculation that when µ+
= µ−, the CR-P0 IFE shape functions φj,T become

φ±

1,T =

(1 − 2y
0
0

)
, φ±

2,T =

(2x + 2y − 1
0
0

)
, φ±

3,T =

(1 − 2x
0
0

)
, (5.6)

φ±

4,T =

( 0
1 − 2y

0

)
, φ±

5,T =

( 0
2x + 2y − 1

0

)
, φ±

6,T =

( 0
1 − 2x

0

)
, φ±

7,T =

(0
0
1

)
, (5.7)

for all three types of the interface configurations. These are exactly the same as standard CR-P0 FE shape functions on the
reference triangle. Similar argument can be used for the RQ1-Q0 IFE shape functions for all interface types. □

Theorem 5.4 (Consistency II). The IFE shape functions become the standard FE shape functions if the interface moves out of
the element. More precisely,

• Let T ∈ T i
h be an interface triangle and let φj,T , 1 ≤ j ≤ 7 be the CR-P0 IFE shape functions. Then,

φj,T → ψj,T , as
min{|T−

|, |T+
|}

|T |
→ 0.

• Let R ∈ Ri
h be an interface rectangle and let φj,R, 1 ≤ j ≤ 9 be the RQ1-Q0 IFE shape functions. Then,

φj,R → ψj,R, as
min{|R−

|, |R+
|}

|R|
→ 0.

Proof. We first consider the CR-P0 IFE case when |T−
| → 0, then

• for Type I element: d → 0 or e → 0.
• for Type II element: d → 0 and e → 1.
• for Type III element: d → 0 and e → 1.

In all the above cases, we have verified by direct calculation that φj,T → φ+

j,T = ψj,T for all 1 ≤ j ≤ 7. Next, if |T+
| → 0,

then
11
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• for Type I element: d → 1 and e → 1.
• for Type II element: d → 1 or e → 0.
• for Type III element: d → 1 or e → 0.

In all these cases, we have verified by direct calculation that φj,T → φ−

j,T = ψj,T for all 1 ≤ j ≤ 7. Similar argument can
be used to verify the consistency for the RQ1-Q0 IFE shape functions. □

The next theorem is concerning the partition of unity property of local IFE shape functions. This property can be verified
through direct calculation.

Theorem 5.5 (Partition of Unity). The vector-valued IFE functions satisfy the partition of unity property. More precisely,

• Let T ∈ T i
h be an interface triangle and let φj,T , 1 ≤ j ≤ 7 be the CR-P0 IFE shape functions. Then

3∑
j=1

φj,T (x, y) =

(1
0
0

)
,

6∑
j=4

φj,T (x, y) =

(0
1
0

)
, φ7,T (x, y) =

(0
0
1

)
, ∀(x, y) ∈ T . (5.8)

• Let R ∈ Ri
h be an interface rectangle and let φj,R, 1 ≤ j ≤ 9 be the RQ1-Q0 IFE shape functions. Then,

4∑
j=1

φj,R(x, y) =

(1
0
0

)
,

8∑
j=5

φj,R(x, y) =

(0
1
0

)
, φ9,R(x, y) =

(0
0
1

)
, ∀(x, y) ∈ R.

Remark 5.2. The CR-P0 IFE basis φ7,T is a constant vector [0, 0, 1]t for any interface location and any coefficient jump. An
explanation of this phenomenon is that since the viscosity coefficient µ is only a multiple factor of velocity component
in (3.7) and (3.8). When the velocity components φ1,7 = φ2,7 = 0, then the stress interface conditions (3.7) and (3.8)
degenerate to Jφp,7K = 0. Thus, the piecewise constant function φp,7 must be continuous within T , so it must be a constant.
The mean-value condition (3.5) further implies that φp,7 = 1. Finally, the unisolvent property ensures that φ7,T = [0, 0, 1]t
is the only basis to satisfy all edge value conditions. Similary arguments can be applied to conclude φ9,R = [0, 0, 1]t .

6. Nonconforming immersed finite element method

In this section, we present the nonconforming CR-P0 IFEM for solving the Stokes interface problem (2.1)–(2.7). First,
we derive the weak formulation for the Stokes system.

Multiplying the momentum equation (2.1) by v ∈ [H1
0 (Ω)]2 and integration by parts over Ω− yields,∫

Ω−

(2µϵ(u) − pI) : ∇vdx −

∫
∂Ω−

(2µϵ(u) − pI)n∂Ω− · vds =

∫
Ω−

f · vdx

Here the tensor product operator for A = [aij] and B = [bij] is defined to be A : B ≜
∑n

i=1
∑n

j=1 aijbij. Since v vanishes on
the outer boundary ∂Ω , and nΓ is from Ω− to Ω+, then we have∫

Ω−

(2µϵ(u) − pI) : ∇vdx −

∫
Γ

(2µϵ(u) − pI)nΓ · vds =

∫
Ω−

f · vdx.

Similarly on Ω+, we have∫
Ω+

(2µϵ(u) − pI) : ∇vdx +

∫
Γ

(2µϵ(u) − pI)nΓ · vds =

∫
Ω+

f · vdx.

Summing up these two equations, we have∫
Ω

(2µϵ(u) − pI) : ∇vdx −

∫
Γ

J(2µϵ(u) − pI)nΓ K · vds =

∫
Ω

f · vdx.

Applying the stress jump condition (2.7), we have∫
Ω

(2µϵ(u) − pI) : ∇vdx =

∫
Ω

f · vdx.

Using the identity (2µϵ(u) − pI) : ∇v = 2µϵ(u) : ϵ(v) − p(∇ · v). Then∫
Ω

2µϵ(u) : ϵ(v)dx −

∫
Ω

p(∇ · v)dx =

∫
Ω

f · vdx, (6.1)

Multiplying a test function q ∈ L2(Ω) to (2.2), and integration by parts we have∫
q(∇ · u)dx = 0 (6.2)
Ω

12
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At the discretization level, we use the IFE space Sh to approximate H1
0 (Ω)×H1

0 (Ω)× L2(Ω). The nonconforming CR-P0
r RQ1-Q0 IFE method is to find (uh, ph) ∈ Sh such that∫

Ω

2µϵ(uh) : ϵ(vh)dx −

∫
Ω

p(∇ · vh)dx =

∫
Ω

f · vhdx,∫
Ω

qh(∇ · uh)dx = 0,
∀(vh, qh) ∈ Sh. (6.3)

lternatively, since the viscosity coefficient µ is piecewise constant, we can also use the simplified momentum equation
2.10) and the gradient stress condition (2.11). The corresponding IFE method is to find (uh, ph) ∈ Sh such that∫

Ω

µ∇uh : ∇vhdx −

∫
Ω

p(∇ · vh)dx =

∫
Ω

f · vhdx,∫
Ω

qh(∇ · uh)dx = 0,
∀(vh, qh) ∈ Sh. (6.4)

. Numerical examples

In this section, we test the accuracy and the convergency of the CR-P0 and RQ1-Q0 IFE methods for the Stokes interface
roblem through a series of numerical experiments. We will consider the accuracy of both the interpolation and the IFE
olution with various configurations of the interface and coefficient jumps. Interpolation errors and IFE solution errors for
he velocity and the pressure are measured by the L2- and the broken H1-norms.

Define the CR-P0 IFE interpolation operator Ih : H1(Ω)2 × L2(Ω) → Sh(Th) such that

Ih(u, p)|T= Ih,T (u, p) =

{ ∑7
j=1 cjφj,T , if T ∈ T i

h,∑7
j=1 cjψj,T , if T ∈ T n

h ,
(7.1)

here φj,T and ψj,T are the local CR-P0 IFE shape functions and the standard CR-P0 FE shape functions T , respectively. The
oefficients cj take the values

cj =
1

|ej|

∫
ej

u1(x, y)ds, j = 1, 2, 3, cj =
1

|ej−3|

∫
ej−3

u2(x, y)ds, j = 4, 5, 6, c7 =
1
|T |

∫
T
p(x, y)dxdy, (7.2)

here ej, j = 1, 2, 3 are the boundary edges of the triangle T .
Similarly, the RQ1-Q0 IFE interpolation operator Ih : H1(Ω)2 × L2(Ω) → Sh(Rh) is defined to be

Ih(u, p)|R= Ih,R(u, p) =

{ ∑9
j=1 cjφj,R, if R ∈ Ri

h,∑9
j=1 cjψj,R, if R ∈ Rn

h,
(7.3)

here φj,R and ψj,R are the local RQ1-Q0 IFE shape functions and the standard RQ1-Q0 FE shape functions R, respectively.
he coefficients cj take the values

cj =
1

|ej|

∫
ej

u1(x, y)ds, j = 1, 2, 3, 4, cj =
1

|ej−4|

∫
ej−4

u2(x, y)ds, j = 5, 6, 7, 8, c9 =
1
|R|

∫
R
p(x, y)dxdy.

(7.4)

ith ej, j = 1, 2, 3, 4 the boundary edges of the rectangle R.
Since Ih(u, p) is a vector-valued interpolation, we have the following relations

(
Ih(u, p)

)
1 ≈ u1,

(
Ih(u, p)

)
2 ≈ u2, and(

Ih(u, p)
)
3 ≈ p. The error of the IFE interpolation for each component is denoted by

e1,I = u1 − Ih(u, p)1, e2,I = u2 − Ih(u, p)2, ep,I = p − Ih(u, p)3. (7.5)

imilarly, the error of the IFE solution for approximating u1, u2 and p are denoted by

e1,h = u1 − u1h, e2,h = u2 − u2h, ep,h = p − ph. (7.6)

he rate of convergence on two consecutive triangular meshes Th and Th/2 (or rectangular meshes Rh and Rh/2) is
calculated by

r =
log(eh/eh/2)

log(2)
.

Numerical examples for the RQ1-Q0 IFE method are performed on unfitted Cartesian meshes that contain N × N
ectangles. For the CR-P0 IFE method, we further divide each rectangle into two triangles by its diagonal with the positive
lope. The IFE spaces reported in this paper are based on stress jump conditions (5.4)–(5.5). We also test all numerical
xamples using the stress conditions (3.7)–(3.8), and the results are very close. We note that these nonconforming
13
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Table 1
Errors of CR-P0 and RQ1-Q0 IFE interpolation for Example 1 with µ−

= 1 and µ+
= 10.

N ||e1,I ||L2(Ω) Rate ||e2,I ||L2(Ω) Rate ||ep,I ||L2(Ω) Rate ||e1,I ||H1(Ω) Rate ||e2,I ||H1(Ω) Rate

CR

10 7.16e−3 n/a 8.22e−3 n/a 1.71e−1 n/a 1.97e−1 n/a 2.25e−1 n/a
20 1.80e−3 1.99 2.06e−3 2.00 7.08e−2 1.27 9.87e−2 1.00 1.13e−1 1.00
40 4.50e−4 2.00 5.15e−4 2.00 3.64e−2 0.96 4.94e−2 1.00 5.64e−2 1.00
80 1.13e−4 2.00 1.29e−4 2.00 1.80e−2 1.01 2.47e−2 1.00 2.82e−2 1.00

160 2.82e−5 2.00 3.22e−5 2.00 8.97e−3 1.01 1.24e−2 1.00 1.41e−2 1.00
320 7.05e−6 2.00 8.05e−6 2.00 4.46e−3 1.01 6.18e−3 1.00 7.06e−3 1.00

RQ1

10 8.39e−3 n/a 1.08e−2 n/a 2.22e−1 n/a 2.06e−1 n/a 2.64e−1 n/a
20 2.10e−3 2.00 2.70e−3 2.00 1.10e−1 1.02 1.03e−1 1.00 1.32e−1 1.00
40 5.27e−4 2.00 6.73e−4 2.00 5.50e−2 1.00 5.17e−2 1.00 6.60e−2 1.00
80 1.32e−4 2.00 1.68e−4 2.00 2.75e−2 1.00 2.59e−2 1.00 3.30e−2 1.00

160 3.30e−5 2.00 4.21e−5 2.00 1.37e−2 1.00 1.30e−2 1.00 1.65e−2 1.00
320 8.26e−6 2.00 1.05e−5 2.00 6.87e−3 1.00 6.47e−3 1.00 8.25e−3 1.00

Table 2
Errors of CR-P0 and RQ1-Q0 IFE solutions for Example 1 with µ−

= 1 and µ+
= 10.

N ||e1h||L2(Ω) Rate ||e2h||L2(Ω) Rate ||eph||L2(Ω) Rate ||e1h||H1(Ω) Rate ||e2h||H1(Ω) Rate

CR

10 1.70e−2 n/a 1.29e−2 n/a 2.20e−1 n/a 2.77e−1 n/a 2.49e−1 n/a
20 4.24e−3 2.00 3.37e−3 1.94 9.90e−2 1.15 1.40e−1 0.98 1.26e−1 0.98
40 1.21e−3 1.81 8.95e−4 1.91 5.64e−2 0.81 7.12e−2 0.98 6.35e−2 0.99
80 2.67e−4 2.18 2.15e−4 2.06 2.41e−2 1.23 3.53e−2 1.01 3.17e−2 1.00

160 6.70e−5 1.99 5.38e−5 2.00 1.20e−2 1.00 1.76e−2 1.00 1.59e−2 1.00
320 1.70e−5 1.98 1.34e−5 2.00 6.04e−3 1.00 8.85e−3 1.00 7.93e−3 1.00

RQ1

10 8.07e−3 n/a 1.09e−2 n/a 2.30e−1 n/a 2.27e−1 n/a 2.71e−1 n/a
20 1.83e−3 2.14 2.70e−3 2.02 1.11e−1 1.05 1.14e−1 1.00 1.36e−1 1.00
40 6.32e−4 1.53 7.15e−4 1.92 6.21e−2 0.84 5.80e−2 0.97 6.84e−2 0.99
80 1.14e−4 2.47 1.70e−4 2.08 2.75e−2 1.17 2.85e−2 1.02 3.40e−2 1.01

160 2.86e−5 1.99 4.23e−5 2.00 1.38e−2 1.00 1.43e−2 1.00 1.70e−2 1.00
320 7.39e−6 1.95 1.06e−5 1.99 6.90e−3 1.00 7.14e−3 1.00 8.52e−3 1.00

IFE discretizations (6.3) and (6.4) of the Stokes system lead to a saddle-point problem. We use GMRES solver with
preconditioners designed by an iterative projection method.

Example 1 (straight line interface)

In this example, we consider a Stokes interface problem with a straight line interface. Let Ω = [−1, 1]2, and the
interface Γ = {(x, y) : y =

π
6 }. The interface divides the domain Ω into two subdomains Ω−

= {(x, y) : y < π
6 } and

Ω+
= {(x, y) : y > π

6 }. Let µ−
= 1 and µ+

= 10. The exact solutions u and p are chosen as follows:

u(x, y) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
u1(x, y) =

{
1
µ+ (y −

π
6 )x

2, if (x, y) ∈ Ω+,
1
µ− (y −

π
6 )x

2, if (x, y) ∈ Ω−,

u2(x, y) =

{
−

1
µ+ x(y −

π
6 )

2, if (x, y) ∈ Ω+,

−
1
µ− x(y −

π
6 )

2, if (x, y) ∈ Ω−,

p(x, y) = ex − ey. (7.7)

In Table 1, we present the errors and the convergence rates of the IFE interpolations. It can be seen that the convergence
rates for velocity components u1 and u2 are O(h2) in the L2-norm and O(h) in the broken H1-norm. Convergence rates for
he pressure p is O(h) in the L2-norm. This result is consistent with our expectation based on the degrees of polynomials
e used for the approximation. In Table 2, we report the errors and the convergence rates for the IFE solution. The
onvergence rates for all the norms mentioned above are optimal.

xample 2 (curved interface)
In this example, we consider a circular interface problem which has been used in Example 4.2 in [34]. LetΩ = [−1, 1]2

nd the interface Γ = {(x, y) : x2 + y2 = 0.3}. The circular interface separates the domain Ω into two subdomains
Ω−

= {(x, y) : x2 + y2 < 0.3} and Ω+
= {(x, y) : x2 + y2 > 0.3}. Let µ−

= 1 and µ+
= 10. The exact solutions

u = [u1, u2]
t and p are chosen as follows:

u1 =

{
y(x2+y2−0.3)

µ+ , if (x, y) ∈ T+,

y(x2+y2−0.3) −
u2 =

{
−x(x2+y2−0.3)

µ+ , if (x, y) ∈ T+,

−x(x2+y2−0.3) −
(7.8)
µ− , if (x, y) ∈ T ,
µ− , if (x, y) ∈ T ,

14
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Table 3
Errors of CR-P0 and RQ1-Q0 IFE interpolation for Example 2 with µ−

= 1, µ+
= 10.

N ||e1,I ||L2(Ω) Rate ||e2,I ||L2(Ω) Rate ||ep,I ||L2(Ω) Rate ||e1,I ||H1(Ω) Rate ||e2,I ||H1(Ω) Rate

CR

10 3.36e−3 n/a 3.36e−3 n/a 4.00e−2 n/a 9.02e−2 n/a 9.06e−2 n/a
20 9.01e−4 1.90 9.01e−4 1.90 1.29e−2 1.63 4.59e−2 0.97 4.61e−2 0.97
40 2.34e−4 1.94 2.34e−4 1.94 6.85e−3 0.92 2.36e−2 0.96 2.36e−2 0.97
80 5.94e−5 1.98 5.94e−5 1.98 2.77e−3 1.31 1.21e−2 0.96 1.20e−2 0.98

160 1.49e−5 1.99 1.49e−5 1.99 1.19e−3 1.22 6.01e−3 1.01 5.94e−3 1.02
320 3.74e−6 1.99 3.74e−6 1.99 5.32e−4 1.16 2.98e−3 1.01 2.95e−3 1.01

RQ1

10 4.11e−3 n/a 4.11e−3 n/a 2.17e−2 n/a 1.07e−1 n/a 1.07e−1 n/a
20 1.04e−3 1.98 1.04e−3 1.04 1.10e−2 0.98 5.17e−2 1.06 5.16e−2 1.06
40 2.69e−4 1.95 2.69e−4 1.95 5.48e−3 1.00 2.68e−2 0.95 2.68e−2 0.95
80 6.74e−5 2.00 6.74e−5 2.00 2.74e−3 1.00 1.36e−2 0.97 1.37e−2 0.97

160 1.68e−5 2.00 1.68e−5 2.00 1.37e−3 1.00 6.72e−3 1.02 6.73e−3 1.02
320 4.20e−6 2.00 4.20e−6 2.00 6.85e−4 1.00 3.33e−3 1.01 3.33e−3 1.01

Table 4
Errors of CR-P0 and RQ1-Q0 IFE solution for Example 2 with µ−

= 1, µ+
= 10.

N ||e1h||L2(Ω) Rate ||e2h||L2(Ω) Rate ||eph||L2(Ω) Rate ||e1h||H1(Ω) Rate ||e2h||H1(Ω) Rate

CR

10 4.20e−3 n/a 4.20e−3 n/a 7.60e−2 n/a 1.02e−1 n/a 1.02e−1 n/a
20 1.14e−3 1.88 1.14e−3 1.88 3.24e−2 1.23 5.31e−2 0.93 5.33e−2 0.94
40 2.96e−4 1.94 2.96e−4 1.94 1.60e−2 1.03 2.75e−2 0.95 2.75e−2 0.96
80 7.62e−5 1.96 7.62e−5 1.96 7.53e−3 1.09 1.41e−2 0.96 1.40e−2 0.97

160 1.91e−5 1.99 1.91e−5 1.99 3.66e−3 1.04 7.03e−3 1.00 6.98e−3 1.01
320 4.81e−6 1.99 4.81e−6 1.99 1.80e−3 1.03 3.50e−3 1.01 3.48e−3 1.00

RQ1

10 4.88e−3 n/a 4.88e−3 n/a 4.25e−2 n/a 1.05e−1 n/a 1.05e−1 n/a
20 1.13e−3 2.11 1.13e−3 2.11 1.46e−2 1.54 5.13e−2 1.04 5.13e−2 1.04
40 2.97e−4 1.93 2.97e−4 1.93 6.36e−3 1.20 2.68e−2 0.94 2.68e−2 0.94
80 7.80e−5 1.93 7.80e−5 1.93 2.90e−3 1.13 1.36e−2 0.97 1.36e−2 0.97

160 1.91e−5 2.03 1.91e−5 2.03 1.41e−3 1.04 6.71e−3 1.02 6.73e−3 1.02
320 4.74e−6 2.01 4.74e−6 2.01 6.93e−4 1.02 3.33e−3 1.01 3.33e−3 1.01

Fig. 6. IFE solutions u1h , u2h , and ph on the 160 × 160 mesh of Example 2 with µ−
= 1, µ+

= 10.

nd

p =
1
10

(x3 − y3). (7.9)

Errors of the IFE interpolation and the IFE solution for this problem are reported in Tables 3 and 4, respectively. Again,
the convergence rates for both the interpolation and the IFE solution are optimal in all norms. The CR-P0 IFE solution on
he 160 × 160 mesh is plotted in Fig. 6. One can observe that the numerical solution around interface circle is resolved
ccurately. The velocity vector field is plotted in the left plot of Fig. 7.

xample 3 (flipped coefficients and large coefficient contrast)

In this example, we consider the curved interface problem in Example 2 again with different jump ratios. This time
e only report the IFE solution errors in consideration of the page limit. The convergence rates of the IFE interpolation
re optimal as usual. In Tables 5 and 6 we report the error of IFE solutions for the case when the coefficient is flipped
µ−, µ+) = (10, 1), and when the coefficient has a large jump (µ−, µ+) = (1, 1000), respectively. As before, we can see
that the convergence rates are optimal for both cases. In Fig. 7, we plot the velocity vector field of these cases.
15
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Fig. 7. Velocity vector field of Example 2 and Example 3 with various coefficients. From left: (µ−, µ+) = (1, 10), (10, 1), and (1, 1000).

able 5
rrors of CR-P0 and RQ1-Q0 IFE solution for Example 3 with µ−

= 10, µ+
= 1.

N ||e1h||L2(Ω) Rate ||e2h||L2(Ω) Rate ||eph||L2(Ω) Rate ||e1h||H1(Ω) Rate ||e2h||H1(Ω) Rate

CR

10 1.88e−2 n/a 1.88e−2 n/a 6.84e−2 n/a 4.27e−1 n/a 4.27e−1 n/a
20 4.85e−3 1.96 4.85e−3 1.96 3.71e−2 0.88 2.15e−1 0.99 2.16e−1 0.99
40 1.22e−3 1.99 1.22e−3 1.99 1.62e−2 1.20 1.08e−1 0.99 1.08e−1 0.99
80 3.07e−4 1.99 3.07e−4 1.99 7.38e−3 1.13 5.43e−2 1.00 5.42e−2 1.00

160 7.69e−5 2.00 7.69e−5 2.00 3.63e−3 1.02 2.71e−2 1.00 2.71e−2 1.00
320 1.92e−5 2.00 1.92e−5 2.00 1.79e−3 1.02 1.36e−2 1.00 1.36e−2 1.00

RQ1

10 1.21e−2 n/a 1.21e−2 n/a 2.56e−2 n/a 4.10e−1 n/a 4.10e−1 n/a
20 3.06e−3 1.98 3.06e−3 1.98 1.51e−2 0.76 2.05e−1 1.00 2.05e−1 1.00
40 7.74e−4 1.98 7.74e−4 1.98 6.00e−3 1.33 1.03e−1 1.00 1.03e−1 1.00
80 1.94e−4 1.99 1.94e−4 1.99 2.93e−3 1.04 5.14e−2 1.00 5.15e−2 1.00

160 4.84e−5 2.01 4.84e−5 2.01 1.42e−3 1.05 2.57e−2 1.00 2.57e−2 1.00
320 1.21e−5 2.00 1.21e−5 2.00 6.97e−4 1.02 1.28e−2 1.00 1.28e−2 1.00

Table 6
Errors of CR-P0 and RQ1-Q0 IFE solution for Example 3 with µ−

= 1, µ+
= 1000.

N ||e1h||L2(Ω) Rate ||e2h||L2(Ω) Rate ||eph||L2(Ω) Rate ||e1h||e − H1(Ω) Rate ||e2h||H1(Ω) Rate

CR

10 1.22e−2 n/a 1.22e−2 n/a 8.27e−1 n/a 1.35e−1 n/a 1.36e−1 n/a
20 2.37e−3 2.36 2.37e−3 2.36 6.39e−1 0.37 5.56e−2 1.28 5.58e−2 1.28
40 5.58e−4 2.09 5.58e−4 2.09 3.43e−1 0.90 2.64e−2 1.08 2.64e−2 1.08
80 1.10e−4 2.34 1.10e−4 2.34 1.37e−1 1.32 1.32e−2 0.99 1.31e−2 1.01

160 2.25e−5 2.29 2.25e−5 2.29 4.96e−2 1.47 6.56e−3 1.01 6.49e−3 1.02
320 4.87e−6 2.21 4.87e−6 2.21 1.73e−2 1.52 3.24e−3 1.02 3.21e−2 1.01

RQ1

10 1.90e−2 n/a 1.90e−2 n/a 9.75e−1 n/a 1.70e−1 n/a 1.70e−1 n/a
20 3.19e−3 2.57 3.19e−3 2.57 6.02e−1 0.69 5.54e−2 1.62 5.53e−2 1.62
40 1.35e−3 1.24 1.35e−3 1.24 2.57e−1 1.23 3.07e−2 0.85 3.07e−2 0.85
80 2.20e−4 2.62 2.20e−4 2.62 1.01e−1 1.35 1.33e−2 1.20 1.34e−2 1.20

160 3.47e−5 2.66 3.47e−5 2.66 3.58e−2 1.49 6.35e−3 1.07 6.37e−3 1.07
320 6.45e−6 2.43 6.45e−6 2.43 1.30e−2 1.46 3.10e−3 1.06 3.11e−3 1.04

8. Conclusion

In this paper, we introduced two low-order nonconforming immersed finite element methods for Stokes interface
roblems. The CR-P0 and RQ1-Q0 IFE approximations can be used on interface-unfitted triangular and rectangular meshes,

respectively. The vector-valued IFE space is constructed to approximate the velocity and stress jump conditions across
the interface. Basic properties such as the unisolvency and the partition of unity of the IFE space are proved. Numerical
experiments are carried out to demonstrate the optimal convergence of both IFE interpolations and the IFE solutions for
small and large viscosity contrasts.
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