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Abstract. In this paper, we develop an efficient numerical scheme for solving
one-dimensional hyperbolic interface problems. The immersed finite element
(IFE) method is used for spatial discretization, which allows the solution mesh
to be independent of the interface. Consequently, a fixed uniform mesh can be
used throughout the entire simulation. The method of lines is used for tempo-
ral discretization. Numerical experiments are provided to show the features of
these new methods.

1 Introduction
Consider the inhomogeneous one-dimensional acoustic wave equation

uy — Buy)y = f(x,1) inQx(0,7), (1)
with the following initial and boundary conditions

u(x,0) = uop(x)  w(x,0) = ur(x). @

u(a,n) =go®)  u(b,1) = gi(1). 3

Here, Q = (a, b) denotes the spatial domain, and 8 denotes the sound speed. We assume that
B is discontinuous across an interface point a € Q which separates Q into two sub-domains
Q* = (@, b) and Q™ = (a, @). The exact solution u is assumed to satisfy the following interface
jump conditions:

[u]lo =0, “
[ﬂux] le = 0. ®)]
The coefficient function S is a piece-wise continuous function defined as follows:
_ | BxD, xe,
Bl = { Bt (x,1), xeQF. )

There are many numerical methods that can be used to solve this problem. For instance,
the finite difference method [1], finite volume method [2], and finite element method [3].
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When using standard finite element methods, one needs to tailor the solution mesh to fit the
interface in order to obtain the optimal convergence. This meshing procedure can be time-
consuming if the interface is moving, or the interface is geometrically complicated in higher
dimension domains. In this paper, we adopt the immersed finite element method (IFEM) [4]
which allows the use of unfitted meshes that is independent of the location of the interface.
As aresult, a fixed uniform mesh can be used to solve interface problems even if the interface
moves.

The fundamental idea of IFEM is to locally modify the basis functions on the interface
element to better accommodate the interface jump conditions. To be more specific, piecewise
polynomials instead of polynomials will be used as basis functions on interface elements. The
IFEM has been used to solve elliptic interface problems [5] and parabolic interface problems
[6]. Recently, it has been used for solving hyperbolic interface problems [7] with discontinu-
ous Galerkin spatial discretization. In this paper, we will use the high order IFEM in standard
Galerkin formulation to solve the model problem (1) - (6).

This article will be presented in the following order. In section 2, we will recall the linear
and higher degree IFEM basis functions. In section 3, we will derive the numerical scheme.
In particular, we use the methods of lines for time discretization. Finally, in section 4, we
will present some numerical examples.

2 Immersed Finite Element Spaces

In this section, we recall some immersed finite element spaces. The linear IFE space was
first introduced in [4]. Let ¢o 1 ¢17 be two IFE basis functions on an interface element 7 =
(x4, xi4+1) containing the interface point @. These two linear IFE basis functions are constructed
to satisfy the nodal value conditions as well as interface jump conditions as follows

por(x) =1, ¢or(xis1) =0, [por(@]=0, [Bpyr(a)]=0. (7
p17(x) =0, ¢rr(xi1) =1, [prr(@]=0, [B#](a)]=0. (8)
By direct calculation, we have
yi— 1
——-x)+ 1, xe€lxal
or(n =1 “7 % ©)
(x = Xis1), x € [a@, xi41]
Xivl — @
where y; = % and p = “% Similarly, we have
ay_zx'(x —x),  x€[x,al
b =4 (10)
—(x— X)) + 1, x € [a, xi1]
Xyl — @

Xi—

where Y2 = Xita(o—1D)=xin1p”

For higher order approximation, the k-th degree IFE basis functions can be constructed in
a similar manner by enforcing the nodal value conditions, interface jump conditions (4) - (5),
and the extended jump conditions [8]:

[ﬁu(,i)(a)] =0, j=2,3,-- .k (11)

2
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Figure 1. IFE basis functions on a reference element [-1,1].

Alternatively, the k-th degree IFE basis functions can also be constructed in the framework
of orthogonal polynomials with discontinuous weight functions. For more details we refer
readers to [9, 10]. We plot a few orthogonal high order IFE basis functions in Figure 1.

The local k-th degree IFE space is S,(T) = span{¢or, 17, " ,drr}. The global IFE
space is defined by

U={weH Q) |ve P(T)ifTisa regular element; v € S,(T) if T is an interface element}.
(12)

Here Pi(T) is the standard polynomial space with degree no more than k.

3 Numerical Algorithm

In this section, we use the Galerkin IFEM for spatial discretization and the method of lines
for temporal discretization. The method of lines is an efficient numerical method for time-
dependent partial differential equations that proceeds by first discretizing the spatial deriva-
tives and leaving the time variable continuous, then further discretize in temporal discretiza-
tion.

The weak formulation of the hyperbolic initial boundary value problem (1)-(6) is to find
ue H) =f{ve H Q) : v(a,1) = go(1), u(b, 1) = g, (t)} for each time ¢ and such that

funvdx+fﬁuxvxdx=ffvdx, VUEH(I)(Q). (13)
Q Q Q

We look to approximate u(x, 1) by u,(x,1) € U, = U N Hg'(Q) in the form of

N

w(x,0) = Y (0,00,

=1

where ¢ ; are global IFE basis functions. Then the discretized weak formulation can be written
as

N N
PAC! fg $;()gi(0dx + Y () fg B (0] (x)dx = fQ foongndx. (14)
j=1

=1
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In matrix form, we have
MC”(t)+S¢ () = F(b), (15)

where &(f) = [c1(1), -+, cy(2)]T is the unknown vector. M and S are mass and stiffness ma-
trices, respectively. F{(1) is the source vector. We note that the time dependent PDE becomes
a system of ordinary differential equations.

Next we proceed with full discretization. Let the partition of the time domain be

O=to<ti<..<ty1 <ty =T

where At,, = t,, — t,1 is the time step size. In our scheme, we consider the uniform time step
size, that is Af, = At = T/N; for all n. For time discretization we use the central difference
scheme:

B(tn+l) - Zg(tn) + E(tn—l)

C—)(tn+l) + 48@}1) + E(tn—l)
(Ar)? ’ '

ﬁ/’tn ~
& (1) ;

cty) =

(16)

We note that both formulas in (16) yield a second order approximation in time. Evaluating
equation (15) at z,, and using (16) to substitute ¢”'(z,) and ¢(z,) we have

(M + é(m)zs)z"” = (ZM - %(At)zS)E'” + (—M - é(At)zS)E’"_l +(ADPF". (7

2n

Here we use the simplified notations ¢ " to replace ¢(z,), and F"to replace F (t,). The initial
vector & is chosen as the interpolation of the initial function u, in equation (2):

&% = [uo(xp), uo(x2), -+ uo(xw)1’, (18)
and @ is calculated by
uy(xy) S(x1,0) + (B(x1, 0)ug(x1))
P20 A w1 (x2) . (A2 | f(x2,0) + (B(x2, 0)ug(x2)) 19)
: 2 :
ur(xy) Sfxn, 0) + (B(xn, O)ug(xn))

Note that equation (19) is to ensure the second order accuracy of the initial data. This can be
easily verified by Taylor expansion.

4 Numerical Examples

In this section, we present a few numerical examples to test the performance of our full dis-
crization numerical algorithm (17). Since our spatial meshes are independent of the interface,
we use a sequence of uniform meshes {77} with size h = ’% When using the linear IFEM
for spatial discretization, due to the CFL condition the time step size A must be chosen such

that VBuaxAt < h where B, = max _B(x, ). For quadratic IFEM, we choose At such that

xeQ,te(0,T)
BmaxAt < h.

4.1 Example 1: Small Jump

In this example, we choose the interface point @ = . The coefficient S(x, 1) is a piecewise

constant function such that
xen,

5’
,B(x,t)z{ 1, x € Q.

4
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The exact solution of this example is

i_ sin(2rx)e’, xeQ,

u(x, 1) = 1 1 1 (20)
— sin(2mx)e’ + (—_ - —+) sinra)e’, xe€ Q.
B B~ B

We test with both linear (k = 1) and quadratic (k = 2) IFEM. The errors for the numer-
ical solutions at the final time (¢ = 1) are recorded. Errors for linear and quadratics IFEM
solutions are listed in Table 1 and Table 2, respectively.

Table 1. Errors for Linear IFEM at final time for * = 1 and 8~ = 5, At = h/3

L2 Error L2 Rate H1 Error H1 Rate
1.9003e-01 — 3.0725e-00 —
4.8190e-02 | 1.9043 | 1.5593e-00 | 0.9785
1.2208e-02 | 1.9809 | 7.8727e-01 | 0.9859
3.0610e-03 | 1.9958 | 3.9464e-01 | 0.9963
7.6552e-04 | 1.9995 | 1.9737e-02 | 0.9996

B8]z =

Table 2. Errors for Quadratic IFEM at final time for 8* = 1 and 8~ = 5, At = h/5

L2 Error L2 Rate H1 Error H1 Rate
1.3218e-02 —_— 4.5149¢-01 —
1.7475¢-03 | 2.9191 | 1.1270e-01 | 2.0022
2.3269e-04 | 2.9088 | 2.9947¢-02 | 1.9121
3.0227e-05 | 2.9445 | 7.6560e-03 | 1.9677
3.9649¢-06 | 2.9305 | 1.9111e-03 | 2.0022

B|-& |-z =

We observe that the numerical solutions in H' norm converge in first order for linear
IFEM, and second order for quadratic IFEM. This is consistent with the convergence rate for
the standard FEM approximation. Errors in L? norm decay in second order for linear IFEM
and third order for quadratics IFEM. Note that, the time step size Az is much smaller than &
in this case, so the convergence rate will be dominated by the spatial discretization.

4.2 Example 2: Large Jump

In this example, we test the same problem as in Example 1, but with a much large coefficient
jump, i.e.,

100 xeQ,
ﬂ(x’t)‘{ 1 xeQ

Errors for numerical solutions using linear and quadratic IFEM are reported in Table 3 and
Table 4, respectively. The orders of convergence in L? and H' norms of the larger jump
coefficient are similar to the small jump case in the Example 1.

4.3 Example 3: Variable Coefficient

In this example, we consider the non-constant discontinuous coefficient function

X+1 xeQ,

A :{ (x+17? xeQ'
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Table 3. Errors for Linear IFEM at final time for " = 1 and 8~ = 100, At = h/10

h L2 Error L2 Rate H1 Error H1 Rate
% 1.8729e-01 —_ 3.0122e-00 —
% 4.7458e-02 | 1.9806 | 1.5280e-00 | 0.9792
% 1.2051e-02 | 1.9775 | 7.7183e-01 | 0.9853
% 3.0232e-03 | 1.9950 | 3.8697e-01 | 0.9961
% 7.5601e-04 | 1.9996 | 1.9353e-01 | 0.9996

Table 4. Errors for Quadratic IFEM at final time for 8* =

1 and g~ = 100, At = h/100

h L2 Error L2 Rate H1 Error H1 Rate
é 1.1603e-02 —_— 3.9214e-01 —_
% 1.5876e-03 | 2.8696 | 1.0674e-01 1.8772
% 2.1815e-04 | 2.8634 | 2.8323e-02 | 1.9141
% 2.8739e-05 | 2.9243 | 7.4509e-03 | 1.9265
% 3.5935e-06 | 2.9995 | 1.8637e-03 | 1.9993
The exact solution to this problem is
1 4t
a2+1xe, X € [a,a],
w1 = 1 4 1 1 4
(a+l)2xe +(az+l—m)ae, x € [a,b],

where the interface point is @« = 7/6. One can verify that the jump conditions (4) and (5)
hold by straightforward calculation. The errors for linear and quadratic IFEM solutions at
the final time level are reported in Table 5 and Table 6, respectively. The errors decay in
the order of O(A**' + Af?) in L? norm, and with an order of O(h* + Af?) in H' norm, where
k is the polynomial degree of the IFE spaces. This is consistent with the standard FEM

approximation.

Table 5. Errors for Linear IFEM at final time for 87(x) = (x + 1)> and 8~ (x) = x> + 1, At = h/2

h L2 Error | L2 Rate | HI Error | HI Rate
1 [50155-03 | — [7.6951e-02 | —-

o | 1.2443e-03 | 2.0111 | 3.7981e-02 | 1.0187
35 | 3.1415e-04 | 1.9858 | 1.9193e-02 | 0.9847
2 | 7-9064e-05 | 1.9904 | 9.6670e-03 | 0.9894
25 | 1.9763e-05 | 2.0002 | 4.8315¢-03 | 1.0006

Table 6. Errors for Quadratic IFEM at final time for 87(x) = (x + 1)> and 8~ (x) = x> + 1, At = h/4

h L2 Error L2 Rate H1 Error H1 Rate
% 1.2690e-04 — 1.5851e-03 —

% 2.8299¢-05 | 2.1648 | 3.9646e-04 | 1.9993
% 6.8356e-06 | 2.0496 | 9.9823e-05 | 1.9897
ﬁ 1.6911e-06 | 2.0151 | 2.4995e-05 | 1.9977
% 4.2144e-07 | 2.0045 | 6.2454e-06 | 2.0008
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