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Abstract In this paper, we introduce a class of high order immersed finite volume methods
(IFVM) for one-dimensional interface problems.We show the optimal convergence of IFVM
in H1- and L2-norms. We also prove some superconvergence results of IFVM. To be more
precise, the IFVM solution is superconvergent of order p + 2 at the roots of generalized
Lobatto polynomials, and the flux is superconvergent of order p + 1 at generalized Gauss
points on each element including the interface element. Furthermore, for diffusion inter-
face problems, the convergence rates for IFVM solution at the mesh points and the flux at
generalized Gauss points can both be raised to 2p. These superconvergence results are con-
sistent with those for the standard finite volume methods. Numerical examples are provided
to confirm our theoretical analysis.
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1 Introduction

Interface problems arise in many simulations in science and engineering that involve multi-
physics and multi-materials. Classical numerical methods, such as finite element methods
(FEM) [9,20,43], andfinite volumemethods (FVM) [6,7,10,11,19,24,25,38–41,47,50] usu-
ally require solution meshes to fit the interface; otherwise, the convergence may be impaired.
The immersed finite element methods (IFEM) [1,2,31] are a class of FEM that relax the
body-fitting requirement, hence Cartesian meshes can be used for solving interface problems
with arbitrary interface geometry. The key ingredient of IFEM is to design some special basis
functions on interface elements that can capture the non-smoothness of the exact solution.
Recently, this immersed idea has also been used in a variety of numerical schemes such
as conforming FEM [27,32,33], nonconforming FEM [30,34,35], discontinuous Galerkin
methods [29,36,49], and FVM [23,28].

The use of structuredmesh, especially Cartesianmeshes, often leads to some superconver-
gence phenomenon. The superconvergence is a phenomenon that the order of convergence
at certain points surpass the maximum order of convergence of the numerical schemes.
There has been a growing interest in the study of superconvergence, for example, finite ele-
ment methods [4,8,18,37,42,45], finite volume methods [10,13,17,21,47], discontinuous
Galerkin and local discontinuous Galerkin methods [3,14–16,26,44,48].

In this article, we first introduce a class of high order IFVM for one dimensional interface
problems. Thanks to the unified construction of FVM schemes in [13,50] and the generalized
orthogonal polynomials developed in [12], we can develop the high order IFVM in a system-
atical approach. To be more specific, we adopt the standard p-th degree IFE spaces [1,2,12]
as our trial function space. Using the roots of generalized Legendre polynomials, known as
generalized Gauss points, as the control volume, we construct the test function space as the
piecewise constant corresponding to the dual meshes. The advantage of our IFVM is that
it does not require the mesh to be aligned with the interface, and it inherits all the desired
properties of the classical FVM such as local conservation of flux.

The main focus of this article is the error analysis of IFVM, especially the superconver-
gence analysis. By establishing the inf-sup condition and continuity of the bilinear form, we
prove that our IFVM converge optimally in H1-norm. As for the superconvergence, we prove
that the immersed finite volume (IFV) solution is superconvergent of the order O(h p+2) at
the generalized Lobatto points on both non-interface and interface elements, and the flux
error is superconvergent at the generalized Gauss points of the order O(h p+1). The error of
IFV solution and the Gauss–Lobatto projection is superclose. In particular, for the diffusion
interface problem, we show that the convergence rate of both the solution error at nodes and
the flux error at Gauss points can be enhanced to O(h2p). All these results are consistent
with the superconvergence analysis of the standard FVM in [13].

However, there is a significant difference in the superconvergence analysis of IFVM com-
pared with the analysis of standard FVM [13]. Due to the low global regularity of the exact
solution, the standard approach using the Green function cannot be directly applied to the
IFVM for interface problems. The key ingredient in the analysis is the construction of gen-
eralized Lobatto points and a specially designed interpolation function. That is, we first
choose a class of generalized Lobatto polynomials as our basis functions that satisfy both
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orthogonality and interface jump conditions, then we use these orthogonal basis function to
design a special interpolant of the exact solution which is superclose to the IFV solution. The
supercloseness of the interpolation and the IFV solution yields the desired superconvergence
results for the IFV solution.

The rest of the paper is organized as follows. In Sect. 2we recall the generalized orthogonal
polynomials and present the high order IFVM for interface problems in one-dimensional
setting. In Sect. 3 we provide a unified analysis for the inf-sup condition and establish
the optimal convergence in H1 norm. In Sect. 4, we study the superconvergence property
of IFVM. We identify and analyze superconvergence points for the IFV solution at both
interface and non-interface elements. Numerical examples are presented in Sect. 5. Finally,
some concluding remarks are summarized in Sect. 6.

In the rest of this paper, we use the notation“A � B” to denote A can be bounded by B
multiplied by a constant independent of the mesh size. Moreover, “A ∼ B” means “A � B ′′
and “B � A′′.

2 Interface Problems and Immersed Finite Volume Methods

Assume that � = (a, b) is an open interval in R. Let α ∈ � be an interface point such that
�− = (a, α) and �+ = (α, b). Consider the following one-dimensional elliptic interface
problem

−(βu′)′ + γ u′ + cu = f, x ∈ �− ∪ �+, (2.1)

u(a) = u(b) = 0. (2.2)

Here, the coefficients γ and c are assumed to be constants. The diffusion coefficient β has
a finite jump across the interface. Without loss of generality, we assume it is a piecewise
constant function

β(x) =
{

β−, if x ∈ �−,

β+, if x ∈ �+,
(2.3)

where β0 = min{β+, β−} > 0. At the interface α, the solution is assumed to satisfy the
interface jump conditions

[[u(α)]] = 0,
[[
βu′(α)

]] = 0, (2.4)

where [[v(α)]] = limx→α+ v(x) − limx→α− v(x).

2.1 Generalized Orthogonal Polynomials

First, we briefly review the generalized Legendre and Lobatto polynomials developed in [12].
These generalized orthogonal polynomials will be used to form the trial function space in
the IFVM.

Let τ = [−1, 1] be the reference interval, and Pn(ξ) be the standard Legendre polynomial
of degree n on τ satisfying the following orthogonality condition

∫ 1

−1
Pm(ξ)Pn(ξ)dξ = 2

2n + 1
δmn . (2.5)

Define a family of Lobatto polynomials {ψn} on τ as follows

ψ0(ξ) = 1 − ξ

2
, ψ1(ξ) = 1 + ξ

2
, ψn(ξ) =

∫ ξ

−1
Pn−1(t)dt, n ≥ 2. (2.6)
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The generalized Legendre polynomials {Ln} on τ with a discontinuous weight is defined as

(Ln, Lm)w :=
∫ 1

−1
w(ξ)Ln(ξ)Lm(ξ)dξ = cnδmn, (2.7)

where w(ξ) = 1
β̂(ξ)

and

β̂(ξ) =
{

β−, if ξ ∈ τ− = (−1, α̂),

β+, if ξ ∈ τ+ = (α̂, 1).
(2.8)

The generalized Lobatto polynomials {φn} can be constructed in a similar manner as (2.6)
as follows:

φ0(ξ) =
{

(1−α̂)β−+(α̂−ξ)β+
(1−α̂)β−+(1+α̂)β+ , in τ−,

(1−ξ)β−
(1−α̂)β−+(1+α̂)β+ , in τ+.

(2.9)

φ1(ξ) =
{

(1+ξ)β+
(1−α̂)β−+(1+α̂)β+ , in τ−,

(ξ−α̂)β−+(1+α̂)β+
(1−α̂)β−+(1+α̂)β+ , in τ+.

(2.10)

φn(ξ) =
∫ ξ

−1
w(t)Ln−1(t)dt, n ≥ 2. (2.11)

These generalized orthogonal polynomials can be used as local basis functions on interface
element, as they satisfy both the orthogonality and interface jump conditions:

[[
φn(α̂)

]] = 0,
[[
β̂φ

( j)
n (α̂)

]]
= 0, ∀ j = 1, 2, . . . , n.

Note that the generalized Legendre polynomials are polynomials, but the generalized Lobatto
polynomials are piecewise polynomials. As pointed out in [12], the generalized orthogonal
polynomials can be explicitly constructed. In Fig. 1, we plot the first few generalized orthog-
onal polynomials for β̂ = [1, 5], and the reference interface point α̂ = 0.15. For comparison,
we also plot the standard Legendre and Lobatto polynomials in Fig. 2. We note that these
functions are consistent with the generalized orthogonal polynomials when β+ = β−, as
stated in Lemma 3.2 in [12].
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Fig. 1 Generalized Lobatto (left) and Legendre (right) polynomials with interface α̂ = 0.15
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Fig. 2 Standard Lobatto (left) and Legendre (right) polynomials

2.2 Immersed Finite Volume Methods

In the subsection, we introduce the immersed finite volume methods for solving the interface
problem (2.1)–(2.4). Consider the following partition of �, independent of interface

a = x0 < x1 < · · · < xk−1 < α < xk < · · · < xN = b. (2.12)

For a positive integer N, let ZN := {1, . . . , N } and for all i ∈ ZN , we denote τi = [xi−1, xi ]
and hi = xi − xi−1, h = maxi∈ZN hi . Let T = {τi }Ni=1 be a partition of�, and we assume the
partition is shape regular, i.e., the ratio between the maximum and minimummesh sizes shall
stay bounded during mesh refinements. We call the element τk the interface element since it
contains the interface point α, and the rest of elements τi , i 	= k noninterface elements.

The basis functions of the trial function space is constructed using the (generalized)
Lobatto polynomials. In fact, we define the basis functions in each element τi , i ∈ ZN as

φi,n(x) =
⎧⎨
⎩

ψn(ξ) = ψn

(
2x−xi−1−xi

hi

)
, i 	= k,

φn(ξ) = φn

(
2x−xk−1−xk

hk

)
, i = k.

(2.13)

The corresponding trial function space is defined by

UT := {v ∈ C(�) : v|τi ∈ span{φi,n : n = 0, 1, . . . , p}, v(a) = v(b) = 0}. (2.14)

Obviously, dimUT = Np − 1.
Next we present the dual partition and its corresponding test function space. It has been

shown in [12] that the generalized Legendre polynomials {Ln} and generalized Lobatto
polynomials {φn} have same numbers of roots as the standard Legendre polynomials {Pn}
and Lobatto polynomials {ψn}. Let

Pi,n(x) =
⎧⎨
⎩

Pn(ξ) = Pn
(
2x−xi−1−xi

hi

)
, i 	= k,

Ln(ξ) = Ln

(
2x−xk−1−xk

hk

)
, i = k.

(2.15)

We denote by gi, j , j ∈ Zn the (generalized) Gauss points of degree n in τi . That is, the n
roots of Pi,n . With these Gauss points, we construct a dual partition

T ′ =
{
τ ′
1,0, τ

′
N ,p

}
∪
{
τ ′
i, j : (i, j) ∈ ZN × Zpi

}
,
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where

τ ′
1,0 = [a, g1,1], τ ′

N ,p = [gN ,p, b], τ ′
i, j = [gi, j , gi, j+1],

here

pi =
{
p if i ∈ ZN−1

p − 1 if i = N
and gi,p+1 = gi+1,1,∀i ∈ ZN−1.

The test function space VT ′ consists of the piecewise constant functions with respect to the
partition T ′, which vanish on the intervals τ ′

1,0 ∪ τ ′
N ,p . In other words,

VT ′ = Span
{
ϕi, j : (i, j) ∈ ZN × Zpi

}
,

where ϕi, j = χ[gi, j ,gi, j+1] is the characteristic function on the interval τ ′
i, j . We find that

dim VT ′ = Np − 1 = dimUT . The IFVM for solving (2.1)–(2.4) is: find uT ∈ UT such
that

β(gi, j )u
′
T (gi, j ) − β(gi, j+1)u

′
T (gi, j+1) +

∫ gi, j+1

gi, j

(
γ u′

T (x) + cuT (x)
)
dx

=
∫ gi, j+1

gi, j
f (x)dx, ∀(i, j) ∈ ZN × Zpi . (2.16)

Given a function vT ′ ∈ VT ′ , it can be represented as

vT ′ =
N∑
i=1

pi∑
j=1

vi, jϕi, j ,

where vi, j , (i, j) ∈ ZN × Zpi are constants. Multiplying (2.16) with vi, j and then summing
up all i, j , we obtain

N∑
i=1

pi∑
j=1

vi, j
(
(βu′

T )(gi, j ) − (βu′
T )(gi, j+1)

+
∫ gi, j+1

gi, j

(
γ u′

T (x) + cuT (x)
)
dx

)
=
∫ b

a
f (x)vT ′(x)dx,

or equivalently,

N∑
i=1

p∑
j=1

[vi, j ](βu′
T )(gi, j )

+
N∑
i=1

pi∑
j=1

vi, j

(∫ gi, j+1

gi, j

(
γ u′

T (x) + cuT (x)
)
dx

)

=
∫ b

a
f (x)vT ′(x)dx,

where [vi, j ] = vi, j − vi, j−1 is the jump of v at the point gi, j , (i, j) ∈ ZN × Zp with
v1,0 = 0, vN ,p = 0 and vi,0 = vi−1,p, 2 ≤ i ≤ N .
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The bilinear form of IFVM can be written as

a(u, vT ′) =
N∑
i=1

p∑
j=1

[vi, j ]β(gi, j )u
′(gi, j )

+
N∑
i=1

pi∑
j=1

vi, j

(∫ gi, j+1

gi, j

(
γ u′(x) + cu(x)

)
dx

)
, (2.17)

for all u ∈ H1
0 (�), vT ′ ∈ VT ′ . Then our IFVM for the interface problem (2.1)–(2.4) can be

rewritten as: Find uT ∈ UT such that

a(uT , vT ′) = ( f, vT ′), ∀vT ′ ∈ VT ′ . (2.18)

3 Convergence Analysis

In this section, we derive the error estimation for IFVM. Following the same idea as in [13],
we first prove the inf-sup condition and continuity of the IFVM, and then use them to establish
the optimal convergence rate of the IFV approximation.

3.1 Inf-Sup Condition

We begin with some preliminaries. First, for any sub-domain 
 ⊂ �, where 
± = 
∩�±,
we define the following Sobolev spaces for m ≥ 1 and q ≥ 1 in 
 as

W̃m,q
β (
) =

{
v ∈ C(
): v|
± ∈ Wm,q(
±), v|∂�∩
 = 0,[[

βv( j)(α)
]]

= 0, j = 1, 2, . . . ,m
}

(3.1)

equipped the norm and semi-norm

‖v‖qm,q,
 = ‖v‖qm,q,
− + ‖v‖qm,q,
+ , |v|qm,q,
 = |v|qm,q,
− + |v|qm,q,
+ .

If 
 = �, we usually write ‖ · ‖m,q instead of ‖ · ‖m,q,�, and | · |m, ‖ · ‖m instead of
| · |m,2, ‖ · ‖m,2 when q = 2 for simplicity. Second, we define a discrete energy norm for all
v ∈ H1(�) by

‖v‖2G = |v|2G + ‖v‖21, |v|2G =
N∑
i=1

p∑
j=1

Ai, j
(
βv′(gi, j )

)2
.

Here Ai, j , (i, j) ∈ ZN × Zp are the weights of the Gauss quadrature

Qp(F) =
p∑

j=1

Ai, j F(gi, j )

for computing the integral

I (F) =
∫

τi

w(x)F(x)dx =
∫

τi

1

β(x)
F(x)dx .
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For all vT ′ ∈ Vh, vT ′ =
N∑
i=1

pi∑
j=1

vi, jϕi, j , we let

∣∣vT ′
∣∣2
1,T ′ =

N∑
i=1

p∑
j=1

h−1
i [vi, j ]2,

∥∥vT ′
∥∥2
0,T ′ =

N∑
i=1

pi∑
j=1

hiv
2
i, j ,

and ∥∥vT ′
∥∥2
T ′ = ∣∣vh∣∣21,T ′ + ∥∥vT ′

∥∥2
0,T ′ .

Also, we define a linear mapping �h : UT → VT ′ by

vT ′ = �hvT =
N∑
i=1

pi∑
j=1

vi, jϕi, j ,

where the coefficients vi, j are determined by the constraints

[vi, j ] = Ai, j (βv′
T )(gi, j ), (i, j) ∈ ZN × Zpi . (3.2)

Lemma 3.1 For any vT ∈ UT , there holds

‖vT ‖1 ∼ ‖vT ‖G , ‖�hvT ‖T ′ � ‖vT ‖1. (3.3)

Proof Noticing that (βv′
T )2 ∈ P2p−2 for all vT ∈ UT , and the p-point Gauss quadrature is

exact for all polynomials of degree up to 2p − 1, we obtain

N∑
i=1

∫
τi

β(x)(v′
T )2(x)dx =

N∑
i=1

∫
τi

w(x)(βv′
T )2(x)dx =

N∑
i=1

p∑
j=1

Ai, j (βv′
T )2(gi, j ).

(3.4)

Then the first inequality (3.3) follows.
Denote v1,0 = 0. It follows from a direct calculation that

vi, j =
i∑

m=1

j∑
n=0

[vm,n],

and thus

v2i, j ≤ p(b − a)

N∑
m=1

p∑
n=0

h−1
m [vm,n]2.

Then

‖�hvT ‖0,T ′ ≤ p(b − a)|�hvT |1,T ′

On the other hand, for all vT ∈ UT , the derivative βv′
T ∈ Pp−1(τi ), i ∈ ZN , then

N∑
i=1

p∑
j=1

Ai, jβv′
T (gi, j ) =

∫ b

a
(wβv′

T )(x)dx = (vT )(b) − (vT )(a) = 0.

Therefore,

vN ,p−1 =
N∑
i=1

pi∑
j=1

[vi, j ] =
N∑
i=1

p∑
j=1

Ai, jβv′
T (gi, j ) − AN ,pβv′

T (gN ,p) = −AN ,pv
′
T (gN ,p).
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In other words, we also have

[vN ,p] = vN ,p − vN ,p−1 = AN ,pv
′
T (gN ,p). (3.5)

Consequently,

|�hvT |21,T ′ =
N∑
i=1

p∑
j=1

h−1
i [vi, j ]2 =

N∑
i=1

p∑
j=1

h−1
i

(
Ai, jβv′

T (gi, j )
)2

.

Noticing that Ai, j ∼ hi , we get

|�hvT |1,T ′ ∼ |vT |G ∼ |vT |1. (3.6)

Then the second inequality of (3.3) follows. ��
We are now ready to present the inf-sup condition and the continuity of a(·, ·).

Theorem 3.2 For all u ∈ H1, vT ′ ∈ VT ′ , there holds

a(u, vT ′) ≤ M‖u‖G‖vT ′ ‖T ′ . (3.7)

Moreover, if the mesh size h is sufficiently small, then

inf
vT ∈UT

sup
wT ′ ∈VT ′

|a(vT , wT ′)|
‖vT ‖G‖wT ′ ‖T ′

≥ c0, (3.8)

where both M, c0 are constants independent of the mesh-size h. Consequently,

‖u − uT ‖G ≤ M

c0
inf

vT ∈UT
‖u − vT ‖G . (3.9)

Proof By (2.17) and the Cauchy-Schwartz inequality, we have

a(u, vT ′) ≤ |u|G
⎛
⎝ N∑

i=1

p∑
j=1

β

Ai, j
[vi, j ]2

⎞
⎠

1
2

+ max(|γ |, |c|)‖u‖1
⎛
⎝ N∑

i=1

p∑
j=1

hiv
2
i, j

⎞
⎠

1
2

≤ M‖u‖G‖vT ′ ‖T ′ ,

where the constant M only depends on β, γ, c. Then (3.7) follows.
Recall the definition of the linear mapping �h , then we have

a(vT ,�hvT ) = I1 + I2, ∀vT ∈ UT

with

I1 =
N∑
i=1

p∑
j=1

[vi, j ]β(gi, j )v
′
T (gi, j ), I2 =

N∑
i=1

pi∑
j=1

vi, j

∫ gi, j+1

gi, j

(
γ v′

T (x) + cvT (x)
)
dx .

In light of (3.4), we have

I1 =
N∑
i=1

p∑
j=1

Ai, j (βv′
T )2(gi, j ) ≥ β0|vT |21.

To estimate I2, we let V (x) = ∫ x
a

(
γ v′

T (s) + cvT (s)
)
ds and denote by

Ei =
∫ xi

xi−1

w(x)β(x)v′
T (x)V (x)dx −

p∑
j=1

Ai, j (βv′
T )(gi, j )V (gi, j ),
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the error of Gauss quadrature in the interval τi , i ∈ ZN . Then

I2 = −
N∑
i=1

p∑
j=1

[vi, j ]V (gi, j ) = −
∫ b

a
w(x)β(x)v′

T (x)V (x)dx +
N∑
i=1

Ei

=
∫ b

a

(
γ v′

T + cvT
)
vT (x)dx +

N∑
i=1

Ei =
∫ b

a
cv2T (x)dx +

N∑
i=1

Ei ,

where in the second and last steps, we have used the integration by parts and the fact that
vT (a) = vT (b) = 0. On the other hand, the error of Gauss quadrature can be represented as
(see, e.g., [22], p98, (2.7.12)))

Ei = h2p+1
i (p!)4

(2p + 1)[(2p)!]3 (βv′
T V )(2p)(ξi ),

where ξi ∈ τi . By the Leibnitz formula of derivatives, we have

∣∣∣(βv′
T V )(2p)(ξi )

∣∣∣ ≤
2p∑

k=p+1

(
2p

k

) ∣∣∣(γ v′
T + cvT )(k−1)(βv′

T )(2p−k)(ξi )

∣∣∣ ≤ c1‖vT ‖2p,∞,τi

with

c1 = max{β, γ, c}
2p∑

k=p+1

(
2p

k

)
.

Noticing that βv
(k)
T ∈ Pp, k ∈ Zp , the inverse inequality holds and thus

‖βvT ‖p,∞,τi � h
−(p− 1

2 )

i |βvT |1,τi , p ≥ 1.

Then

|Ei | ≤ c1(p!)4
(2p + 1)[(2p)!]3 h

2
i |βvT |21,τi .

Plugging the estimate for Ei into the formula of I2 yields

I2 ≥ c‖vT ‖20 − c1(p!)4
(2p + 1)[(2p)!]3 h

2 |vT |21 .

Then for sufficiently small h, we have

a(vT ,�hvT ) ≥ β0

2
|vT |21 + c

2
‖vT ‖20 ≥ 1

2
min{β0, c}‖vT ‖21. (3.10)

In light of (3.3)–(3.6), there holds for any vT ∈ UT ,

sup
wT ′ ∈VT ′

a(vT , wT ′)

‖wT ′ ‖T ′
≥ a(vT ,�hvT )

‖�hvT ‖T ′
≥ c0‖vT ‖G ,

where c0 is a constant independent of the mesh size h. The inf-sup condition (3.8) then
follows. Combining the continuity (3.7), inf-sup condition (3.8), and the orthogonality of
IFVM, we derive (3.9) following similar arguments as in [5] or [46]. ��
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Remark 3.1 As we may observe in the proof of the above theorem, (3.8) always holds no
matterwhere the interface is. In otherwords, the inf-sup condition of the IFVM is independent
of the location of the interface point. However, the error bound M

c0
in (3.9) is dependent on

the ratio ρ = βmax
βmin

.

A direct consequence of the above theorem is the following error estimate for the IFVM.

Corollary 3.3 Let T = {τi }Ni=1 be a partition of � such that the interface α ∈ τk . Let

uT ∈ UT be the IFV solution of (2.18), and u ∈ W̃ p+1,∞
β (�) be the exact solution of

(2.1)–(2.4). Then there exists a constant C, depending on ρ = βmax
βmin

, γ , c and p, such that

|u − uT |1 ≤ Chp‖u‖p+1,∞. (3.11)

Proof Noticing that ‖ · ‖1 ≤ ‖ · ‖G , we have from (3.9)

‖u − uT ‖1 ≤ ‖u − uT ‖G ≤ M

c0
inf

vT ∈UT
‖u − vT ‖G ≤ M

c0
‖u − uI ‖G ,

where uI is some interpolation function of u. Then (3.11) follows from the approximation
theory of the immersed finite element space [2]. ��

4 Superconvergence Analysis

In this section, we derive some superconvergence properties of IFVM. First we introduce a
special Guass–Lobatto projection, which is of great importance in the superconvergence anal-
ysis. For any u ∈ W̃m,q

β (�),m ≥ 1, we have the following (generalized) Lobatto expansion
of u on each element τi [12]:

u(x)|τi =
∞∑
n=0

ui,nφi,n(x), (4.1)

where

ui,0 = u(xi−1), ui,1 = u(xi ), ui,n =

∫
τi

βu′(x)φ′
i,n(x)dx∫

τi

βφ′
i,n(x)φ

′
i,n(x)dx

.

We define the Gauss–Lobatto projection Ih : W̃m,q
β (�) → UT as follows

(Ihu)|τi =
p∑

n=0

ui,nφi,n(x). (4.2)

Let ŨT = {v ∈ C(�) : v|τi ∈ span{φi,n : n = 0, 1, . . . , p}, v(a) = 0}. Then we define a
special function ωT ∈ ŨT as follows.

βω′
T (gi, j ) = β(u − Ihu)′(gi, j ) − γ (u − Ihu)(gi, j ), (i, j) ∈ ZN × Zp. (4.3)

Lemma 4.1 Let u ∈ W̃ 2p+1,∞
β (�) and ωT ∈ ŨT be the special function defined by (4.3).

Then ωT is well-defined, and for all p ≥ 2
‖ωT ‖0,∞ ≤ Chp+2‖u‖2p+1,∞, (4.4)

where C is a positive constant dependent on the coefficients β and γ .
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Proof First, βω′
T ∈ Pp−1 is uniquely determined by the first condition of (4.3) and thus

ω′
T is well-defined. Since ωT is continuous satisfying ωT (a) = 0, then ωT is uniquely

determined. By the approximation property of Ih (see [12]), we get

‖u − Ihu‖0,∞ � h p+1|u|p+1,∞, β(u − Ihu)′(gi, j ) � h p+1|u|p+2,∞,

which gives

‖βω′
T ‖0,∞,τi � h p+1‖u‖p+2,∞.

On the other hand, by Gauss quadrature,

ωT (xi ) − ωT (xi−1) =
∫

τi

ω′
T (x)dx =

p∑
j=1

Ai, j (βω′
T )(gi, j )

=
p∑

j=1

Ai, j
(
β(u − Ihu)′ + γ (u − Ihu)

)
(gi, j )

=
∫

τi

1

β

(
β(u − Ihu)′ + γ (u − Ihu)

)
(x)dx − Ei ,

where

Ei=
∫

τi

1

β

(
β(u−Ihu)′ + γ (u−Ihu)

)
(x)dx −

p∑
j=1

Ai, j
(
β(u−Ihu)′ + γ (u − Ihu)

)
(gi, j )

denotes the error of Gauss quadrature in τi . By the orthogonality of the Lobotto polynomials,
we have (u − Ihu)⊥P0(τi ), i 	= k, then

ωT (xi ) − ωT (xi−1) =
{−Ei , if i 	= k,∫

τk

γ
β
(u − Ihu)(x)dx − Ek, if i = k.

Noticing that

Ei = h2p+1
i (p!)4

(2p + 1)[(2p)!]3 (β(u − Ihu)′ + γ (u − Ihu))(2p)(ξi ), ξi ∈ τi ,

we have

|Ei | � h2p+1‖u‖2p+1,∞,τi ,

which yields

|ωT (xi ) − ωT (xi−1)| � h2p+1‖u‖2p+1,∞, i 	= k,

|ωT (xk) − ωT (xk−1)| � h p+2‖u‖2p+1,∞.

Using the fact ωT (a) = ωT (x0) = 0, we have for all i ∈ ZN

|ωT (xi )| � h p+2‖u‖2p+1,∞, p ≥ 2.

Then for all x ∈ τi ,

|ωT (x)| =
∣∣∣∣ωT (xi−1) +

∫ x

xi−1

ω′
T (x)dx

∣∣∣∣ � h p+2‖u‖2p+1,∞.

This finishes our proof. ��
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We define a linear interpolant of ωT on [a, b] as follows.

ωI (x) = ωT (b)Cb

∫ x

a

1

β(x)
dx, (4.5)

where Cb = ( α−a
β− + b−α

β+ )−1. It is easy to check that

ωI (a) = 0 = ωT (a), ωI (b) = ωT (b), [[ωI (α)]] = 0,[[
βω

( j)
I (α̂)

]]
= 0,∀ j = 1, 2, . . . , p.

Apparently, ωI ∈ ŨT and ωT − ωI ∈ UT . Moreover, there holds

|ωI (x)| + |βω′
I (x)| � |CbωT (b)| � ‖ωT ‖0,∞ � h p+2‖u‖2p+1,∞, ∀x ∈ �. (4.6)

Now we are ready to state our superconvergence properties of the IFVM.

Theorem 4.2 Let T = {τi }Ni=1 be an partition of � such that the interface α ∈ τk . Let

uT ∈ UT be the IFV solution of (2.18) with p ≥ 2, and u ∈ W̃ 2p+1,∞
β (�) be the exact

solution of (2.1)–(2.4). Then

• The IFV solution uT is superclose to the Gauss–Lobatto projection of the exact solution,
i.e.,

‖uT − Ihu‖0,∞ = O(h p+2). (4.7)

• The function value approximation of uT is superconvergent at roots of φi,p+1, with an
order of p + 2. That is,

(u − uT )(li, j ) = O(h p+2), (4.8)

where li, j are zeros of φi,p+1.
• The flux approximation of βu′

T is superconvergent with an order of p + 1 at the Gauss
points gi, j , (i, j) ∈ ZN × Zp, i.e.,

β(u − uT )′(gi, j ) = O(h p+1). (4.9)

• For diffusion only equation, i.e., γ = c = 0, there hold

β(u − uT )′(gi, j ) = O(h2p), (u − uT )(xi ) = O(h2p), (4.10)

(u − uT )(xi ) − (u − uT )(xi−1) = O(h2p+1). (4.11)

Here the hidden constants are dependent on the ratio ρ = βmax
βmin

, γ , c and p.

Proof First, let

uI = Ihu + ωT − ωI ,

whereωT is defined by (4.3), andωI is the linear interpolant ofωT given by (4.5), and define
a operator D−1

x on all v ∈ H1(�),

D−1
x v(x) =

∫ x

a
v(x)dx .
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For all vT ′ ∈ VT ′ , it follows from (2.17)

a(u − uI , vT ′) =
N∑
i=1

p∑
j=1

[vi, j ](β(u − uI )
′ − γ (u − uI ) − cD−1

x (u − uI ))(gi, j )

=
N∑
i=1

p∑
j=1

[vi, j ](βω′
I + γ (ωT − ωI ) − cD−1

x (u − uI ))(gi, j ),

where in the last step, we have used the definition of ωT in (4.3), which yields

(β(u − uI )
′ − γ (u − uI ))(gi, j ) = γ (ωT − ωI )(gi, j ) + βω′

I (gi, j ).

Noticing that (u − Ihu)⊥P0(τi ), i 	= k, we have for all x ∈ τi

D−1
x (u−uI )(x)=

{∫ x
xi−1

(u − Ihu)(x)dx − ∫ x
a (ωT − ωI )(x)dx, i ≤ k,∫ xk

xk−1
(u−Ihu)(x)dx+ ∫ x

xi−1
(u−Ihu)(x)dx− ∫ x

a (ωT −ωI )(x)dx, i>k,

which yields, together with (4.4) and (4.6)

‖D−1
x (u − uI )‖0,∞ � h‖u − Ihu‖0,∞ + ‖ωT ‖0,∞ � h p+2‖u‖2p+1,∞.

Then by the Cauchy-Schwartz inequality, (4.4) and (4.6)

|a(u − uI , vT ′)| � |vT ′ |1,T ′

⎛
⎝ N∑

i=1

p∑
j=1

Ai, j (βω′
I+γ (ωT − ωI )−cD−1

x (u − uI ))
2(gi, j )

⎞
⎠

1
2

� |vT ′ |1,T ′
(‖βω′

I ‖0,∞ + ‖ωT − ωI ‖0,∞ + ‖D−1
x (u − uI )‖0,∞

)
� h p+2‖u‖2p+1,∞|vT ′ |1,T ′ , ∀vT ′ ∈ VT ′ .

Now we choose vT = uI − uT ∈ UT in (3.8) and use the orthogonality to obtain

‖uh − uI ‖1 ≤ ‖uh − uI ‖G ≤ 1

c0
sup

vT ′ ∈VT ′

a(uh − uI , vT ′)

‖vT ′ ‖T ′
� h p+2‖u‖2p+1,∞.

Noticing that (uh − uI )(a) = 0, we have

(uh − uI )(x) =
∫ x

a
(uh − uI )

′(x)dx,

which yields

‖uh − uI ‖0,∞ � |uh − uI |1 � h p+2‖u‖2p+1,∞,

and thus,

‖uh − Ihu‖0,∞ ≤ ‖uh − uI ‖0,∞ + ‖ωT − ωI ‖0,∞ � h p+2‖u‖2p+1,∞.

This finishes the proof of (4.7). Since β(uT − Ihu)′ ∈ Pp−1, the inverse inequality holds.
Then

‖β(uT − Ihu)′‖0,∞ � h−1‖β(uT − Ihu)‖0,∞ � h p+1‖u‖2p+1,∞.
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It has been proved in [12] that

(u − Ihu)(li, j ) � h p+2‖u‖p+2,∞, β(u − Ihu)′(gi, j ) � h p+1‖u‖p+2,∞.

Then (4.8)–(4.9) follow from the triangle inequality.
Now we consider the special case γ = c = 0. For simplicity, we denote eu = u − uT . It

follows from the FV scheme (2.16) that

βe′
u(gi, j ) − βe′

u(gi, j+1) = 0.

In other words,

βe′
u(gi, j+1) = C0,

where C0 is a constant. Summing up all (i, j) yields

C0

N∑
i=1

p∑
j=1

Ai, j =
N∑
i=1

p∑
j=1

Ai, jβe
′
u(gi, j ) =

∫ b

a
e′
u(x)dx −

N∑
i=1

Ei = −
N∑
i=1

Ei ,

where the error of Gauss quadrature Ei in each element τi can be represented as

|Ei | = h2p+1
i (p!)4

(2p + 1)[(2p)!]3 |e(2p+1)
u (ξi )| � h2p+1‖u‖2p+1,∞,

where ξi ∈ τi is some point. Noticing that
∑N

i=1
∑p

j=1 Ai, j ∼ (b − a), we have

|C0| � 1

b − a

N∑
i=1

|Ei | � h2p‖u‖2p+1,∞,

and thus

|βe′
u(gi, j+1)| = |C0| � h2p‖u‖2p+1,∞.

Again, we use Gauss quadrature to obtain

eu(xi ) − eu(xi−1) =
∫

τi

e′
u(x)dx =

p∑
j=1

Ai, jβe
′
u(gi, j ) + Ei = hiC0 + Ei ,

and thus

eu(x j ) = eu(x0) + C0

j∑
i=1

hi +
j∑

i=1

Ei = C0

j∑
i=1

hi +
j∑

i=1

Ei .

Combining the estimates for C0 and Ei , the desired results (4.10)–(4.11) follow. The proof
is complete. ��
Remark 4.1 As a direct consequence of (4.7), we immediately obtain the optimal conver-
gence rate of the IFV solution under the L2 norm. That is

‖u − uT ‖0 ≤ ‖u − Ihu‖0 + ‖Ihu − uT ‖0 = O(h p+1).

Remark 4.2 The error estimate (3.11) and the superconvergence results (4.7)–(4.11) can be
readily extended to interface problems with multiple discontinuity.
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Remark 4.3 In general, there is no superconvergence behavior on the interface point α,
unless it coincides with the generalized Gauss or Lobatto points. However, if the interface
coincides with a mesh point, the IFVM becomes the standard FVM, and the function value
is superconvergent of order O(h2k) according to the analysis in [13].

Remark 4.4 The error estimate (3.11) and the superconvergence results (4.7)–(4.9) are valid
for smooth variable coefficients γ = γ (x) and c = c(x), e.g., γ, c ∈ C1(�). This can be
proved using the same argument as for the constant coefficients γ and c,

Remark 4.5 The regularity assumption u ∈ W̃ 2p+1,∞
β (�) in Theorem 4.2 is stronger than

that for the counterpart IFEM in [12], which is u ∈ W̃ p+2,∞
β (�). As we may observe in

our analysis, the regularity assumption on the jump condition (3.1) for high order scheme is
necessary. In other words, if the exact solution only satisfies the jump condition (2.4) instead
of (3.1) for m > 1, then even the optimal convergence rate will be impaired, and this is
further demonstrated in our numerical experiments (Example 5.2).

5 Numerical Examples

In this section, we present some numerical experiments to demonstrate the features of IFVM.
We test the same example as in [12]. The exact solution is chosen as

u(x) =

⎧⎪⎪⎨
⎪⎪⎩

1

β− cos(x), if x ∈ [0, α),

1

β+ cos(x) +
(

1

β− − 1

β+

)
cos(α), if x ∈ (α, 1],

(5.1)

where α = π/6 is the interface point, and (β−, β+) = (1, 5) represents a moderate discon-
tinuity of the diffusion coefficient.

We use a family of uniform meshes {Th}, h > 0 where h denotes the mesh size. We
test the IFVM for polynomial degrees p = 1, 2, 3. Due to the finite machine precision, we
choose different sets of meshes for different polynomial degrees p. The convergence rate is
calculated using linear regression of the errors. Error eT = uT − u in the following norms
will be calculated.

‖eT ‖N = max
x∈{xi }

|uT (x) − u(x)|, ‖eT ‖0,∞ = max
x∈�

|uT (x) − u(x)|,
‖eT ‖L = max

x∈{lip}
|uT (x) − u(x)|, ‖βe′

T ‖G = max
x∈{gip}

|βu′
T (x) − βu′(x)|,

‖eT ‖0 =
(∫

�

|uT − u|2dx
) 1

2

, |eT |1 =
(∫

�

|u′
T − u′|2dx

) 1
2

,

‖eT ‖P = max
i

|eT (xi ) − eT (xi−1)|.
Here, ‖eT ‖N denotes the maximum error over all the nodes (mesh points). ‖eT ‖0,∞ is
the infinity norm over the whole domain �. This is computed by choosing 10 uniformly
distributed points on each non-interface element, and 10 uniformly distributed points in each
sub-element of an interface element, and then calculating the largest discrepancy. ‖βe′

T ‖G is
the maximum error of flux over all (generalized) Gauss points. ‖eT ‖L is maximum solution
error over all (generalized) Lobatto points. ‖eT ‖0 and |eT |1 are the standard Sobolev L2- and
semi-H1-norms. ‖eT ‖P measures themaximumof the difference of errors at two consecutive
nodes.
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Table 1 Error of P1 IFVM solution with β = [1, 5], α = π/6, γ = c = 0

1/h ‖eT ‖N ‖eT ‖0,∞ ‖βe′T ‖G ‖eT ‖0 |eT |1 ‖eT ‖P
8 3.41e−05 1.92e−03 2.11e−04 9.71e−04 2.51e−02 2.14e−05

16 8.19e−06 4.81e−04 5.14e−05 2.42e−04 1.25e−02 2.89e−06

32 2.05e−06 1.20e−04 1.29e−05 6.06e−05 6.26e−03 3.82e−07

64 5.22e−07 3.01e−05 3.25e−06 1.52e−05 3.14e−03 4.95e−08

128 1.33e−07 7.53e−06 8.19e−07 3.82e−06 1.58e−03 6.31e−09

256 3.32e−08 1.88e−06 2.05e−07 9.56e−07 7.88e−04 7.95e−10

512 8.30e−09 4.71e−07 5.12e−08 2.40e−07 3.94e−04 9.96e−11

Rate 1.99 1.99 2.00 2.00 1.00 2.95

Table 2 Error of P2 IFVM solution with β = [1, 5], α = π/6, γ = c = 0

1/h ‖eT ‖N ‖eT ‖0,∞ ‖eT ‖L ‖βe′T ‖G ‖eT ‖0 |eT |1 ‖eT ‖P
8 2.80e−09 6.87e−06 2.10e−07 1.79e−08 2.51e−06 1.32e−04 1.80e−09

16 1.80e−10 8.98e−07 1.32e−08 1.12e−09 3.18e−07 3.33e−05 6.32e−11

24 3.55e−11 2.70e−07 2.61e−09 2.22e−10 9.46e−08 1.48e−05 8.63e−12

32 1.11e−11 1.15e−07 8.27e−10 6.97e−11 3.97e−08 8.25e−06 2.07e−12

40 4.62e−12 5.90e−08 3.39e−10 2.93e−11 2.07e−08 5.38e−06 6.90e−13

48 2.26e−12 3.55e−08 1.63e−10 1.48e−11 1.21e−08 3.76e−06 2.82e−13

56 1.27e−12 2.23e−08 8.82e−11 7.94e−12 7.57e−09 2.76e−06 1.35e−13

Rate 3.97 2.95 4.00 3.97 2.98 1.99 4.89

Table 3 Error of P3 IFVM solution with β = [1, 5], α = π/6, γ = c = 0

1/h ‖eT ‖N ‖eT ‖0,∞ ‖eT ‖L ‖βe′T ‖G ‖eT ‖0 |eT |1 ‖eT ‖P
4 6.00e−12 1.87e−06 7.29e−09 3.91e−11 8.96e−07 3.41e−05 6.00e−12

5 1.30e−12 7.68e−07 1.93e−09 9.53e−12 3.53e−07 1.69e−05 4.19e−12

6 5.45e−13 3.71e−07 1.02e−09 3.51e−12 1.77e−08 1.01e−05 6.03e−13

7 1.99e−13 2.01e−07 4.09e−10 1.31e−12 9.35e−08 6.23e−06 1.41e−13

8 9.69e−14 1.18e−07 2.50e−10 6.26e−13 5.60e−08 4.27e−06 4.19e−14

9 4.26e−14 7.34e−08 1.24e−10 3.18e−13 3.45e−08 2.95e−06 2.45e−14

Rate 5.97 3.99 4.88 5.92 4.00 3.00 6.70

Example 5.1 (diffusion interface problem) In this example, we test IFVM for the diffusion
interface problem, i.e., γ = c = 0. Errors and convergence rates for linear, quadratic and
cubic IFVM solutions are listed in Tables 1, 2, and 3, respectively. The convergence rates
are consistent with our theoretical analysis in Theorem 4.2. In particular, we note that for
quadratic and cubic IFVM solutions, the flux error at Gauss points are of order O(h2p),
which is higher than IFEM solution O(h p+1) [12].

Example 5.2 (General elliptic equations). In the example, we test the superconvergence
behavior for general second-order equation, e.g., γ = 1 and c = 1. Tables 4, 5 and 6
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Table 4 Error of P1 IFVM solution with β = [1, 5], α = π/6, γ = 1, c = 1

1/h ‖eT ‖N ‖eT ‖0,∞ ‖βe′T ‖G ‖eT ‖0 |eT |1 ‖eT ‖P
8 7.64e−05 1.92e−03 1.21e−03 9.98e−04 2.51e−02 5.49e−05

16 2.03e−05 4.81e−04 3.05e−04 2.49e−04 1.25e−02 7.76e−06

32 4.56e−06 1.20e−04 7.75e−05 6.22e−05 6.26e−03 9.70e−07

64 1.17e−06 3.01e−05 1.95e−05 1.56e−05 3.14e−03 1.25e−07

128 2.81e−07 7.53e−06 4.91e−06 3.91e−06 1.58e−03 1.55e−08

256 7.02e−08 1.88e−06 1.23e−06 9.78e−07 7.88e−04 1.95e−09

512 1.76e−08 4.71e−07 3.07e−07 2.44e−07 3.94e−04 2.45e−10

Rate 2.02 1.99 1.99 2.00 1.00 2.97

Table 5 Error of P2 IFVM Solution with β = [1, 5], α = π/6, γ = 1, c = 1

1/h ‖eT ‖N ‖eT ‖0,∞ ‖eT ‖L ‖βe′T ‖G ‖eT ‖0 |eT |1 ‖eT ‖P
8 5.46e−08 6.68e−06 1.71e−07 6.67e−06 2.51e−06 1.32e−04 2.61e−08

16 8.84e−09 8.90e−07 1.23e−08 8.95e−06 3.18e−07 3.33e−05 1.39e−09

24 1.84e−09 2.68e−07 2.49e−09 2.70e−07 9.46e−08 1.48e−05 1.90e−10

32 2.97e−10 1.14e−07 7.92e−10 1.14e−07 3.97e−08 8.25e−06 3.20e−11

40 4.62e−11 5.86e−08 3.25e−10 5.90e−08 2.07e−08 5.38e−06 6.69e−12

48 3.32e−11 3.54e−08 1.58e−10 3.55e−08 1.21e−08 3.76e−06 3.27e−12

56 4.92e−11 2.22e−08 8.63e−11 2.23e−08 7.57e−09 2.76e−06 2.42e−12

Rate 4.14 2.93 3.91 2.93 2.98 1.99 5.03

Table 6 Error of P3 IFVM Solution with β = [1, 5], α = π/6, γ = 1, c = 1

1/h ‖eT ‖N ‖eT ‖0,∞ ‖eT ‖L ‖βe′T ‖G ‖eT ‖0 |eT |1 ‖eT ‖P
4 6.56e−09 1.89e−06 9.81e−08 2.02e−06 8.95e−07 3.41e−05 3.55e−09

6 1.82e−09 3.74e−07 1.29e−08 4.03e−07 1.77e−07 1.01e−05 7.17e−10

8 6.56e−10 1.18e−07 3.30e−09 1.28e−07 5.60e−08 4.27e−06 2.01e−10

10 2.56e−10 4.85e−08 1.13e−09 5.24e−08 2.30e−08 2.19e−06 6.42e−11

12 9.88e−11 2.34e−08 4.52e−10 2.52e−08 1.11e−08 1.27e−06 2.09e−11

14 3.58e−11 1.26e−08 2.00e−10 1.36e−08 5.98e−09 7.95e−07 6.53e−12

16 1.20e−11 7.39e−09 9.70e−11 7.96e−09 3.50e−09 5.32e−07 1.93e−12

18 3.09e−12 4.61e−09 5.09e−11 4.96e−09 2.18e−09 3.73e−07 4.40e−13

Rate 4.88 4.00 4.99 4.00 4.00 3.00 5.77

report the errors and convergence rates of P1, P2, and P3 IFVM approximation, respectively.
Again, these data indicate the validity of our theoretical analysis. In Figs. 3, 4 and 5, we plot
the solution error and the flux error in a uniform mesh consists of eight elements. Note that
the interface α = π/6, depicted by a black circle, is in the fifth element. The (generalized)
Lobatto points and the (generalized) Gauss points are show in red color. Clearly, we can see
that solution errors and flux errors at these special points are much closer to zero, than the
majority of the points. This again shows the superconvergence behavior of IFVM.

123



J Sci Comput (2017) 73:543–565 561

-5

0

5

10

15

20

0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

 -

Fig. 3 Error and flux error of P1 IFVM solution. β = {1, 5}, α = π

6

Fig. 4 Error and flux error of P2 IFVM solution. β = {1, 5}, α = π

6

Example 5.3 (Superconvergence for less smooth functions) In the example, we test the con-
vergence and superconvergence behavior for IFVM and IFEM for nonsmooth functions.

For this example, we consider the following function as the exact solution

u(x) =

⎧⎪⎪⎨
⎪⎪⎩

1

β− cos(x), if x ∈ [0, α),

1

β+ cos(x) +
(

1

β− − 1

β+

)
cos(α) + 1

β+ (x − α)m, if x ∈ (α, 1],
(5.2)

where m ≥ 2 is a positive integer. Direct calculation yields,
[[
βu( j)(α)

]]
= 0, 1 ≤ j ≤ m − 1, and

[[
βu(m)(α)

]]
	= 0.

In particular, whenm = 2, the function (5.2) satisfies only theminimal regularity requirement
(2.4), but not the regularity condition in Theorem 4.2.We test the diffusion interface problems
using both immersed finite volume method and the immersed finite element methods [12].
The errors of IFVM and IFEM solutions are presented in Tables 7 and 8, respectively. We
note that the superconvergence behavior at (generalized) Lobatto points and (generalized)
Gauss points are both affected by the low regularity of the exact solution. However we may
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Fig. 5 Error and flux error of P3 IFVM solution. β = {1, 5}, α = π

6

Table 7 Error of P2 IFVM for nonsmooth solution β = [1, 5], α = π/6, γ = 0, c = 0, m = 2

1/h ‖eT ‖N ‖eT ‖0,∞ ‖eT ‖L ‖βe′T ‖G ‖eT ‖0 |eT |1
8 5.98e−05 1.61e−04 5.24e−05 1.19e−04 3.34e−05 2.24e−03

16 5.27e−05 1.19e−04 4.93e−05 1.05e−04 2.64e−05 1.40e−03

32 9.46e−06 9.96e−06 9.72e−06 1.89e−05 4.24e−06 1.56e−04

64 3.86e−06 6.71e−06 3.80e−06 7.49e−06 1.70e−06 1.73e−04

128 2.20e−08 2.38e−08 2.18e−08 4.20e−08 9.35e−09 2.44e−06

Rate 2.66 2.96 2.62 2.68 2.76 2.27

Table 8 Error of P2 IFEM for nonsmooth solution β = [1, 5], α = π/6, γ = 0, c = 0, m = 2

1/h ‖eT ‖N ‖eT ‖0,∞ ‖eT ‖L ‖βe′T ‖G ‖eT ‖0 |eT |1
8 2.44e−15 1.49e−04 3.25e−05 4.21e−03 2.15e−05 1.93e−03

16 1.58e−14 7.42e−05 4.87e−06 4.40e−03 1.01e−05 1.28e−03

32 9.29e−14 8.34e−06 3.89e−06 1.54e−03 8.42e−07 1.88e−04

64 3.93e−13 4.45e−06 1.01e−06 5.02e−04 3.67e−07 1.61e−04

128 8.00e−13 2.88e−08 4.23e−09 3.76e−05 9.02e−10 1.98e−06

Rate – 3.00 2.62 2.68 3.39 2.29

still observe some superconvergence behavior at these points, even though neither of these
convergence rates come close to themaximum rates of convergence in the analysis for smooth
solution.

Moreover, we plot the errors of solution and flux for IFVM and IFEM in Figs. 6 and 7,
respectively. We can observe that IFVM flux error at (generalized) Gauss points are much
closer to zero than the IFEM solution, even for nonsmooth functions. However, IFEM solu-
tion seems more accurate than IFVM solution on noninterface elements. In particular, the
numerical solution at the mesh points are still exact, and the error at Lobatto points are much
closer to zero than other interior points. For IFVM, the solution error at Lobatto points seems
not superconvergent on either the interface element and noninterface elements.
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Fig. 6 Error and flux error of P2 IFVM solution for nonsmooth function. β = {1, 5}, α = π
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Fig. 7 Error and flux error of P2 IFEM solution for nonsmooth function. β = {1, 5}, α = π

6

6 Concluding Remarks

In this paper, we present an unified approach to study a class of high order IFVM for one-
dimensional elliptic interface problems. Using the generalized Lobatto polynomials which
satisfy both orthogonality and interface jump conditions as the trial function space, and the
generalized Gauss points as the control volume, we established the inf-sup condition and
continuity of the bilinear form, and then proved that the IFVM solution converge optimally
in both H1- and L2-norms. Furthermore, we designed a new approach to study the super-
convergence of IFVM, which is different from the method of Green function used in [13],
and thus established superconvergence results for the IFV solution.

The extension of the superconvergence analysis for two-dimensional interface problems
is non-trivial. There are at least two obstacles. First, to the best of our knowledge, only
the lowest order immersed finite element spaces (P1 on triangular meshes and Q1 on rect-
angular meshes) are reported for two-dimensional interface problems. The construction of
higher order immersed FEM/FVM functions is still under investigation. Secondly, in two-
dimensional case, the interface becomes an arbitrary curve, and in 3D, a surface. Error analysis
for standard energy norm or L2 norm is very difficult for such interface problems, and we
believe the superconvergence analysis could even more challenging. Hence, the supercon-
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vergence analysis for multi-dimensional interface problems is a whole new territory, and
therefore worth separate papers for dedicated study.
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5. Babuška, I., Aziz, A. K.: Survey lectures on the mathematical foundations of the finite element method.
In: The Mathematical Foundations of the Finite Element Method with Applications to Partial Differential
Equations (Proceedings of Symposium, Univ. Maryland, Baltimore, MD) (1972)

6. Bank, R.E., Rose, D.J.: Some error estimates for the box scheme. SIAM J. Numer. Anal 24, 777–787
(1987)

7. Barth, T., Ohlberger, M.: Finite volume methods: foundation and analysis. In: Stein, E., De Borst, R.,
Hughes, T.J.R. (eds.) Encyclopedia of computational Mechanics, , vol. 1, chap. 15. Wiley, New York
(2004)

8. Bramble, J., Schatz, A.: High order local accuracy by averaging in the finite element method. Math.
Comput. 31, 94–111 (1997)

9. Brenner, S.C., Scott, L.R.: The Mathematical Theory of Finite Element Methods. Texts in Applied Math-
ematics, vol. 15. Springer, New York (1994)

10. Cai, Z.: On the finite volume element method. Numer. Math. 58, 713–735 (1991)
11. Cai, Z., Douglas, J., Park, M.: Development and analysis of higher order finite volume methods over

rectangles for elliptic equations. Adv. Comput. Math 19, 3–33 (2003)
12. Cao, W., Zhang, X., Zhang, Z.: Superconvergence of immersed finite element methods for interface

problems. Adv. Comput. Math 43, 795–821 (2017)
13. Cao,W., Zhang, Z., Zou, Q.: Superconvergence of any order finite volume schemes for 1D general elliptic

equations. J. Sci. Comput. 56, 566–590 (2013)
14. Cao, W., Shu, C.-W., Yang, Y., Zhang, Z.: Superconvergence of discontinuous Galerkin methods for 2-D

hyperbolic equations. SIAM. J. Numer. Anal 53, 1651–1671 (2015)
15. Cao,W., Zhang, Z.: Superconvergence of local discontinuous Galerkinmethod for one-dimensional linear

parabolic equations. Math. Comput. 85, 63–84 (2016)
16. Cao, W., Zhang, Z., Zou, Q.: Superconvergence of discontinuous Galerkin method for linear hyperbolic

equations. SIAM J. Numer. Anal 52, 2555–2573 (2014)
17. Cao, W., Zhang, Z., Zou, Q.: Is 2k-conjecture valid for finite volume methods? SIAM J. Numer. Anal

53(2), 942–962 (2015)
18. Chen, C., Hu, S.: The highest order superconvergence for bi-k degree rectangular elements at nodes—a

proof of 2k-conjecture. Math. Comput. 82, 1337–1355 (2013)
19. Chen, Z., Wu, J., Xu, Y.: Higher-order finite volume methods for elliptic boundary value problems. Adv.

Comput. Math. 37, 191–253 (2012)
20. Chen, Z., Zou, J.: Finite element methods and their convergence for elliptic and parabolic interface

problems. Numer. Math. 79(2), 175–202 (1998)
21. Chou, S., Ye, X.: Superconvergence of finite volume methods for the second order elliptic problem.

Comput. Methods Appl. Mech. Eng. 196, 3706–3712 (2007)
22. Davis, P.J., Rabinowitz, P.: Methods of Numerical Integration. Computer Science and Applied Mathe-

matics, 2nd edn. Academic Press, Orlando (1984)
23. Ewing, R.E., Li, Z., Lin, T., Lin, Y.: The immersed finite volume element methods for the elliptic interface

problems. Math. Comput. Simul. 50(1–4), 63–76 (1999). Modelling ’98 (Prague)
24. Ewing, R., Lin, T., Lin, Y.: On the accuracy of the finite volume element based on piecewise linear

polynomials. SIAM J. Numer. Anal 39, 1865–1888 (2002)
25. Eymard, R., Gallouet, T., Herbin, R.: Finite volumemethods. In: Ciarlet, P.G., Lions, J.L. (eds.) Handbook

of Numerical Analysis, vol. VII, pp. 713–1020. North-Holland, Amsterdam (2000)

123



J Sci Comput (2017) 73:543–565 565

26. Guo, W., Zhong, X., Qiu, J.: Superconvergence of discontinuous Galerkin and local discontinuous
Galerkin methods: eigen-structure analysis based on Fourier approach. J. Comput. Phys. 235, 458–485
(2013)

27. He, X., Lin, T., Lin, Y.: Approximation capability of a bilinear immersed finite element space. Numer.
Methods Partial Differ. Equ. 24(5), 1265–1300 (2008)

28. He, X., Lin, T., Lin, Y.: A bilinear immersed finite volume element method for the diffusion equation
with discontinuous coefficient. Commun. Comput. Phys. 6(1), 185–202 (2009)

29. He, X., Lin, T., Lin, Y.: Interior penalty bilinear IFE discontinuous Galerkin methods for elliptic equations
with discontinuous coefficient. J. Syst. Sci. Complex. 23(3), 467–483 (2010)

30. Kwak, D.Y., Wee, K.T., Chang, K.S.: An analysis of a broken P1-nonconforming finite element method
for interface problems. SIAM J. Numer. Anal. 48(6), 2117–2134 (2010)

31. Li, Z.: The immersed interface method using a finite element formulation. Appl. Numer. Math. 27(3),
253–267 (1998)

32. Li, Z., Lin, T., Wu, X.: New Cartesian grid methods for interface problems using the finite element
formulation. Numer. Math. 96(1), 61–98 (2003)

33. Lin, T., Lin, Y., Zhang, X.: Partially penalized immersed finite element methods for elliptic interface
problems. SIAM J. Numer. Anal. 53(2), 1121–1144 (2015)

34. Lin, T., Sheen,D., Zhang,X.:A locking-free immersed finite elementmethod for planar elasticity interface
problems. J. Comput. Phys. 247, 228–247 (2013)

35. Lin, T., Sheen, D., Zhang, X.: Nonconforming immersed finite element methods for elliptic interface
problems. SIAM J. Numer. Anal. (2015). arXiv:1510.00052

36. Lin, T., Yang, Q., Zhang, X.: A priori error estimates for some discontinuous Galerkin immersed finite
element methods. J. Sci. Comput. 65(3), 875–894 (2015)
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