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Preface

This article is a chapter from the Records from the S-Matrix Marathon, a series of

lecture notes covering selected topics on scattering amplitudes [1]. They are based

on lectures delivered during a workshop on 11–22 March 2024 at the Institute for

Advanced Study in Princeton, NJ. We hope that they can serve as a pedagogical

introduction to the topics surrounding the S-matrix theory.

These lecture notes were prepared by the above-mentioned note-writers in col-

laboration with the lecturers.
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1 Holomorphic functions in several variables

Jiř́ı Lebl

1.1 Onto several variables

Let Cn be the complex Euclidean space with coordinates z = (z1, z2, . . . , zn) ∈ Cn

and it will be useful to treat it as two copies of the real space, Cn ∼= Rn ×Rn = R2n

with

z = x+ iy, z̄ = x− iy, x, y ∈ Rn, i =
√
−1. (1.1)

We call z the holomorphic coordinates and z̄ antiholomorphic coordinates. Let us

define a polydisc ∆ρ(a) with polyradius ρ = (ρ1, ρ2, . . . , ρn) and center a ∈ Cn as

∆ρ(a)
def
=
{
z ∈ Cn : |zk − ak| < ρk for k = 1, 2, . . . , n

}
. (1.2)

(If ρ is a number, we mean ρk = ρ for all k.) In two variables, a polydisc is sometimes

called a bidisc. In particular, the unit polydisc is given by is

Dn = D× D× · · · × D = ∆1(0). (1.3)

We will use the following notation for the Euclidean inner product on Cn and

the standard Euclidean norm on Cn:

⟨z, w⟩ = z · w̄ , ∥z∥ =
√

⟨z, z⟩. (1.4)

Then we define Bρ(a) to be the ball in the metric ∥·∥. For example, Bn = B1(0) is

the unit ball.

Example 1.1 In more than one complex dimension, it is difficult to draw pictures

because we lack dimensions on our paper. We instead draw pictures by plotting

against the modulus of the variables. For example, the unit polydisc D2 and unit

ball B2 in n = 2 complex dimensions can be visualized as follows:

|z1|

|z2|

∂D2

D2

|z1|

|z2|

∂B2

B2

(1.5)

Not every domain (by domain we mean an open connected set) can be drawn like

this. If it can, it is called a Reinherdt domain.
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The function f : U ⊂ Cn → C is called holomorphic if f is complex differentiable

in each variable separately, that is, if

zℓ 7→ f(z1, . . . , zℓ, . . . , zn) is complex differentiable for every ℓ . (1.6)

Let us write O(U) to denote the set of holomorphic functions on U . Here, the letter

O is used to recognize the fundamental contribution to several complex variables by

Kiyoshi Oka.

From now on we will benefit from using the language of differential forms. Ex-

terior derivative leads to 1-forms

dzℓ = dxℓ + i dyℓ, dz̄ℓ = dxℓ − i dyℓ. (1.7)

As in one variable, we define the Wirtinger operators :

∂

∂zℓ

def
=

1

2

(
∂

∂xℓ
− i

∂

∂yℓ

)
,

∂

∂z̄ℓ

def
=

1

2

(
∂

∂xℓ
+ i

∂

∂yℓ

)
. (1.8)

These are determined by being the dual bases of dz and dz̄

dzk

(
∂

∂zℓ

)
= δkℓ , dzk

(
∂

∂z̄ℓ

)
= 0, dz̄k

(
∂

∂zℓ

)
= 0, dz̄k

(
∂

∂z̄ℓ

)
= δkℓ . (1.9)

Alternatively, we might have said that f is holomorphic if it satisfies the Cauchy–

Riemann (CR) equations :

∂f

∂z̄ℓ
= 0 for ℓ = 1, 2, . . . , n . (1.10)

If f is holomorphic, then its derivatives can be obtained by taking limits

∂f

∂zk
(z) = lim

ξ∈C→0

f(z1, . . . , zk + ξ, . . . , zn)− f(z)

ξ
. (1.11)

From now on, we will write a smooth function f : U ⊂ Cn → C simply as f(z, z̄).

Example 1.2 If f is a polynomial (in x and y), write

x =
z + z̄

2
, y =

z − z̄

2i
, (1.12)

and it really does become a polynomial in z and z̄. E.g.,

2x1 + 2y1 + 4y22 = (1− i)z1 + (1 + i)z̄1 − z22 + 2z2z̄2 − z̄22 . (1.13)

f is holomorphic if it does not depend on z̄.
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The derivatives satisfy the chain rule. Suppose f : U ⊂ Cn → V ⊂ Cm, g : V →
C and that the variables are z ∈ Cn and w ∈ Cm. Then

∂

∂zℓ
[g ◦ f ] =

m∑
k=1

(
∂g

∂wk

∂fk
∂zℓ

+
�

�
�
��∂g

∂w̄k

∂f̄k
∂zℓ

)
, (1.14)

∂

∂z̄ℓ
[g ◦ f ] =

m∑
k=1�������������(

∂g

∂wk

∂fk
∂z̄ℓ

+
∂g

∂w̄k

∂f̄k
∂z̄ℓ

)
= 0 , (1.15)

provided that g and f are holomorphic.

Theorem 1.1 (Cauchy integral formula) Let ∆ ⊂ Cn be a polydisc. Suppose

f : ∆ → C is a continuous function, holomorphic in ∆, and that Γ = ∂∆1×· · ·×∂∆n

is oriented appropriately (each ∂∆k oriented positively). Then for z ∈ ∆

f(z) =
1

(2πi)n

∫
Γ

f(ζ1, ζ2, . . . , ζn)

(ζ1 − z1)(ζ2 − z2) · · · (ζn − zn)
dζ1 ∧ dζ2 ∧ · · · ∧ dζn. (1.16)

Here, we stated a general result where f is only continuous on ∆̄ and holomorphic

on ∆. We are going to cheat and use the short-hand notation:

1

ζ − z
def
=

1

(ζ1 − z1)(ζ2 − z2) · · · (ζn − zn)
, (1.17)

together with

dζ
def
= dζ1 ∧ dζ2 ∧ · · · ∧ dζn . (1.18)

This allows us to write the Cauchy integral formula in a concise way:

f(z) =
1

(2πi)n

∫
Γ

f(ζ)

ζ − z
dζ. (1.19)

The Cauchy integral formula shows an important and subtle point about the holo-

morphic functions in several variables: The function f(z) for z ∈ ∆ is determined

in terms of its values on the set Γ, which is much smaller than the boundary of the

polydisc ∂∆. In fact, Γ (a torus) is of real dimension n, while the boundary has real

dimension 2n − 1. This is the first big difference compared to 1D. We call Γ the

distinguished boundary. Let us draw the unit bidisc:

|z1|

|z2|

∂D2

D2

Γ = ∂D× ∂D

(1.20)
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In this case, the set Γ is a 2-dimensional torus, like the surface of a donut. On the

other hand, the set ∂D2 = (∂D×D) ∪ (D× ∂D) is the union of two filled donuts, or

more precisely, it is both the inside and the outside of the donut put together, and

these two things meet on the surface of the donut. So, the set Γ is quite small in

comparison to the entire bounary ∂D2.

1.2 Power series representation

Writing expressions out in all the components can be a pain. For α ∈ Nn
0 (where

N0 = N ∪ {0}), we will cheat some more and use the multi-index notation to deal

with the more complicated formulas:

zα
def
= zα1

1 zα2
2 · · · zαn

n ,
∂|α|

∂zα
def
=

∂α1

∂zα1
1

∂α2

∂zα2
2

· · · ∂
αn

∂zαn
n

, (1.21)

α!
def
= α1!α2! · · ·αn!, α + 1

def
= (α1 + 1, α2 + 1, · · ·αn + 1). (1.22)

Let ∆ be a polydisc with distinguished boundary Γ, centered at a, of polyradius

ρ. Suppose f is continuous on ∆, holomorphic on ∆. We will now differentiate

under the integral in the Cauchy integral formula. This implies that f is infinitely

C-differentiable and

∂|α|f

∂zα
(z) =

1

(2πi)n

∫
Γ

α! f(ζ)

(ζ − z)α+1 dζ. (1.23)

From this, we get the Cauchy estimates, which are bounds on the growth of deriva-

tives of f : ∣∣∣∣∂|α|f∂zα
(a)

∣∣∣∣ ⩽ α! ∥f∥Γ
ρα

=
α! supz∈Γ|f(z)|

ρα
. (1.24)

In particular, the coefficients of the power series depend only on the derivatives of f

at a and not the specific polydisc ∆ used above.

Corollary 1.1 The “correct” topology on O(U) is uniform convergence on compacts

(normal convergence). If fn ∈ O(U) and fn → f uniformly on compacts, then

f ∈ O(U) and f
(ℓ)
n → f (ℓ) uniformly on compacts.

As in one variable, we can introduce the geometric series in several variables.

For z ∈ Dn (unit polydisc):

1

1− z
=

1

(1− z1)(1− z2) · · · (1− zn)
=

(
∞∑
k=0

z1
k

)(
∞∑
k=0

z2
k

)
· · ·

(
∞∑
k=0

zn
k

)
(1.25)

=
∞∑

α1=0

∞∑
α2=0

· · ·
∞∑

αn=0

(z1
α1zn

α2 · · · znαn) =
∑
α

zα. (1.26)

Power series
∑

α cα(z−a)α converges absolutely uniformly on compact subsets of its

domain of convergence (interior of the set where it converges).

– 7 –



Example 1.3 In C2, the power series

∞∑
k=0

z1z
k
2 , (1.27)

converges absolutely on the set{
z ∈ C2 : |z2| < 1

}
∪
{
z ∈ C2 : z1 = 0

}
, (1.28)

and nowhere else. This set is not a polydisc. It is neither an open set nor a closed

set. Its closure is not the closure of the domain of convergence, which is the set{
z ∈ C2 : |z2| < 1

}
.

Example 1.4 The power series
∞∑
k=0

zk1z
k
2 , (1.29)

converges absolutely exactly on the set{
z ∈ C2 : |z1z2| < 1

}
. (1.30)

The picture of this domain is more complicated than that of a polydisc:

|z1|

|z2|

· · ·

...

(1.31)

Let ∆ = ∆ρ(a) ⊂ Cn be a polydisc and f is holomorphic in a neighborhood of

∆, let Γ be the distinguished boundary of ∆. In the Cauchy integral formula,

f(z) =
1

(2πi)n

∫
Γ

f(ζ)

ζ − z
dζ , (1.32)

let us expand the Cauchy kernel as

1

ζ − z
=

1

ζ − a

(
1

1− z−a
ζ−a

)
=

1

ζ − a

∑
α

(
z − a

ζ − a

)α

. (1.33)
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Here, we make sure to interpret the formulas correctly as 1
ζ−z

= 1
(ζ1−z1)···(ζn−zn)

and

so on. The multivariable geometric series is a product of geometric series in one

variable, and geometric series in one variable are uniformly absolutely convergent on

compact subsets of the unit disc. This allows us to prove the following theorem.

Theorem 1.2 For z ∈ ∆,

f(z) =
∑
α

cα(z − a)α, where cα =
1

α!

∂|α|f

∂zα
(a) =

1

(2πi)n

∫
Γ

f(ζ)

(ζ − a)α+1 dζ. (1.34)

Conversely, if f is defined by a power series, then it is holomorphic.

The proof of the first statement is a simple computation and application of the Fubini

theorem or uniform convergence just as in one variable. The converse statement can

be proven in different ways. For example, it follows by applying the Cauchy–Riemann

equations to the series termwise.

This is in fact the first place where the theory of several complex variables

becomes annoying.

Theorem 1.3 (Identity) Let U ⊂ Cn be a domain (connected open set) and let

f : U → C be holomorphic. If f |N ≡ 0 for a nonempty open subset N ⊂ U , then

f ≡ 0.

Here we encounter a difference from the 1D cases: The zero set of a holomorphic

function in 2 or more complex variables is always large (it always has limit points).

The above theorem is often used to show that if two holomorphic functions f and g

are equal on a small open set, then f ≡ g.

Theorem 1.4 (Maximum principle) Let U ⊂ Cn be a domain. Let f : U → C
be holomorphic and suppose that |f(z)| attains a local maximum at some a ∈ U .

Then f ≡ f(a).

Here, the argument goes back to 1D. The proof involves using the maximum principle

on every 1D subspace.

1.3 Inequivalence of ball and polydisc

We say that f : U → V is a biholomorphism (and U and V are biholomorphic) if

f is bijective, holomorphic, and f−1 is holomorphic. One of the main questions in

complex analysis is to classify domains up to biholomorphic transformations.

In one variable, there is the rather striking theorem due to Riemann: If U ⊂ C
is a nonempty simply connected domain such that U ̸= C, then U is biholomorphic

to D. So essentially, in 1D a topological property on U is enough to classify a whole
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class of domains. It is one of the reasons why studying the disc is so important

in one variable and why many theorems are stated for the disc only. There is no

Riemann Mapping Theorem in several dimensions! In fact, it is not difficult to find

2D domains that are not biholomorphic.

Theorem 1.5 (Poincaré, 1907) B2 and D2 are not biholomorphic.

The first complete proof was given by Henri Cartan in 1931, though popularly the

theorem is attributed to Poincaré. Note that both domains are simply connected

(have no holes) and they are the two most obvious generalizations of the disc to two

variables. They are homeomorphic, that is, topology does not see any difference.

We need to introduce some constructions before attempting a proof of the above

theorem. A nonconstant holomorphic mapping φ : D → Cn is called an analytic disc.

It plays an important role in the geometry of several complex variables. Essentially,

it allows us to apply one-variable results in several variables. It is especially impor-

tant in understanding the boundary behavior of holomorphic functions and features

prominently in complex geometry. Often, we call the image ∆ = φ(D) the analytic

disc rather than the mapping.

Proposition 1.1 The unit sphere S2n−1 = ∂Bn ⊂ Cn contains no analytic discs.

Proof: Suppose there is a holomorphic function g : D → S2n−1 ⊂ Cn:

|g1(z)|2 + |g2(z)|2 + · · ·+ |gn(z)|2 = 1 , (1.35)

for all z ∈ D. Without loss of generality (after composing with a unitary matrix)

suppose that g(0) = (1, 0, · · · , 0). Notice that g1(0) = 1 and |g1(z)| ⩽ 1. The

maximum principle says that g1 attains its maximum for all z ∈ D which implies

that gj(z) = 0 for all j = 2, . . . , n on all z ∈ D. Hence g has to be a constant function

and not an analytic disc. □

The fact that the sphere contains no analytic discs is the most important geometric

distinction between the boundary of the polydisc and the sphere.

Let us now sketch the proof of the Poincaré theorem using pictures. We will use

proof by contradiction. To this end, suppose f : D2 → B2 is a biholomorphism. Let
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us pick a disc for fixed z1 = ζ and a sequence wk → eiθ. It looks like this:

|z2|

|z1|

(ζ, wk)

(ζ, eiθ)

eiθ
w2

w1 wk
(ζ, w2)

(ζ, w1)

(1.36)

The idea is to show that (after passing to a subsequence via Montel) ζ 7→ f(ζ, wk)

converges to a holomorphic map to the sphere. Therefore, it has to be a constant.

More precisely, the derivative of ζ 7→ f(ζ, wk) goes to zero for every eiθ and every

{wk}. This implies that ∂f
∂z1

≡ 0 and by symmetry also ∂f
∂z2

≡ 0. Therefore f has to

be a constant and we run into a contradiction.

The proof says that the reason why there is not even a proper mapping is the

fact that the boundary of the polydisc contains analytic discs, whereas the sphere

does not. The proof extends easily to higher dimensions, as well. The key takeaway

is that in several complex variables, the geometry of the boundary makes a difference

if one wants to determine if two domains are equivalent. The domain topology is not

enough.

1.4 Cartan’s uniqueness theorem

Where did Schwarz’s lemma go? The following theorem is its analogue for several

variables.

Theorem 1.6 (Cartan) Suppose U ⊂ Cn is a bounded domain, a ∈ U , f : U → U

is a holomorphic mapping, f(a) = a, and Df(a) is the identity. Then f(z) = z for

all z ∈ U .

Here, we bolded the word “bounded” which is crucial. Counterexamples can be

found if U is unbounded.

The argument is to use Cauchy estimates on the first nonzero nonlinear term of

the series of f ℓ = f ◦ f ◦ · · · ◦ f . The result can be used to compute automorphism

groups just as in 1D. Every automorphism of Dn is of the form

z 7→ P

(
eiθ1

a1 − z1
1− ā1z1

, eiθ2
a2 − z2
1− ā2z2

, . . . , eiθn
an − zn
1− ānzn

)
, (1.37)

where θ ∈ Rn, a ∈ Dn, and P is a permutation matrix. On the other hand, every

automorphism of Bn is of the form

z 7→ U
a− Paz − sa(I − Pa)z

1− ⟨z, a⟩
, (1.38)

where a ∈ Bn, U is a unitary matrix, sa =
√
1− ∥a∥2, and Paz =

⟨z,a⟩
⟨a,a⟩a.
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1.5 Riemann extension theorem, zero sets, and injective maps

In 1D, if a function is holomorphic in U \ {p} and locally bounded in U (for every

q ∈ U there is a neighborhoodW of q such that f is bounded onW ∩(U \{p})), then
the function extends holomorphically to U . In several variables, the same theorem

holds, and the analogue of a single point is the zero set of a holomorphic function.

Theorem 1.7 (Riemann extension theorem) Let U ⊂ Cn be a domain, g ∈
O(U), g ̸≡ 0, and N = g−1(0). If f ∈ O(U \N) is locally bounded in U , then there

exists a unique F ∈ O(U) such that F |U\N = f .

Its proof involves cutting N “transversely” by complex lines, applying the 1D Rie-

mann mapping theorem and using the Cauchy formula as glue.

The set of zeros of a holomorphic function has a nice structure at most points,

as codified in the following theorem.

Theorem 1.8 Let U ⊂ Cn be a domain, f ∈ O(U), f ̸≡ 0, and N = f−1(0). Then

there exists an open and dense Nreg ⊂ N such that at each p ∈ Nreg, after possibly

reordering variables, N can be locally written as

zn = g(z1, . . . , zn−1) , (1.39)

for a holomorphic function g.

The proof is to consider all possible derivatives of f . One of them must be nonzero

somewhere on N (by analyticity). Then one applies the implicit function theorem.

For holomorphic f : U ⊂ Cn → Cn, let us write the holomorphic Jacobian as

Df =

[
∂fk
∂zℓ

]
kℓ

. (1.40)

Note that |detDf |2 = detDRf , where DRf is the real Jacobian matrix.

Theorem 1.9 Suppose U ⊂ Cn is open and f : U → Cn is holomorphic and one-to-

one. Then detDf is never zero on U .

In 1D, every holomorphic function f can, in the proper local holomorphic coordinates,

be written as zd for d = 0, 1, 2, . . ., up to a constant. Such a simple result does not

hold in several complex variables in general, but if the mapping is locally one-to-one,

the present theorem says that such a mapping can be locally written as the identity.

The proof of this theorem essentially reduces to the 1D statement, but not trivially.

Therefore, if a holomorphic map f : U → V is bijective for two open sets U, V ⊂
Cn, then f is biholomorphic.
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Example 1.5 The theorem does not hold in different dimensions. f : C → C2 given

by z 7→ (z2, z3) is one-to-one and onto the cusp (z31 − z22 = 0), but f ′(0) = 0.

2 Convexity and pseudoconvexity

Sean Curry

2.1 Pseudoconvexity

The motivating question of this lecture is: Which domains can be domains of maximal

analytic continuation of a holomorphic function?

A central concept which will be introduced is pseudoconvexity. It will answer the

above question. In fact, we will distinguish between three different notions:

⋄ Convexity (linear convexity in the usual sense),

⋄ C-linear convexity,

⋄ Pseudoconvexity.1

For example, a bean shape is not convex but it may be pseudoconvex. We will

elaborate on these notions in what follows.

In this talk, we will focus on domains rather than functions. It turns out that

not every domain in Cn is a natural domain for holomorphic functions.2

Definition 2.1 Let U ⊆ Cn be a domain (a connected open set). The set U is called

a domain of holomorphy if there do not exist nonempty open sets V and W of Cn

with V ⊆ U ∩W , W ̸⊆ U , and W connected, such that for every function f ∈ O(U)

1In a tangential direction, Sean started by mentioning some places where the topics of Cauchy-

Riemann geometry and (strong) pseudoconvexity arise in connection with physics (“tasty bits” that

unfortunately go beyond the scope of these introductory lectures). The work of Fefferman [3–5]

in the 1970s on strongly pseudoconvex domains inspired the work Fefferman and Graham [6] (cf.

[7]) on conformal invariants, where they developed the boundary expansions for the asymptotically

AdS metrics that are used in the AdS/CFT correspondence; Fefferman’s result [3] also showed that

the biholomorphically invariant geometry of a bounded strongly pseudoconvex domain in Cn is

equivalent to the Cauchy-Riemann geometry of the boundary, a prototypical example of a “bulk-

boundary correspondence” with strong connections to AdS/CFT. Cauchy-Riemann geometry also

arises in various ways in twistor theory and in the antecedent work of Robinson, Trautman and

others, where Cauchy-Riemann structures arise from shear-free null geodesic congruences in space-

times (which are “twisting” if the Cauchy-Riemann structure is strongly pseudoconvex). In this

setting a connection was found between Maxwell’s equations and the tangential Cauchy-Riemann

equations and then between Einstein’s equations and the tangential Cauchy-Riemann equations.

This played an important role in the discovery and study of algebraically special spacetimes such

as the Kerr black hole solution [8–11].
2Sean is using the notation ⊆ to mean the same as Jǐŕı’s ⊂. Both symbols denote a subset that

does not need to be proper.
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there exists an F ∈ O(W ) with F |V = f |V .

The idea here is that if a domain U is not a domain of holomorphy and both V , W

exist as in the definition above, then f “extends across the boundary” somewhere.

This is illustrated with the following picture, where V acts as “glue” between the

other two domains:

W
U V (2.1)

Note that we also can have non-trivial monodromy as follows:

V
W

U
(2.2)

Here in principle the domain W can wrap around a branch cut, in which case the

function “locally extends” around it. A function F defined on W is said to extend

the function f on U if F |V = f |V (for some open set V ⊆ U ∩W ); the functions

F and f may differ on other parts of U ∩W , i.e. the extension may give rise to a

multivalued function. For example, the principal branch of the logarithm function

on the cut plane is extendable across the branch cut away from the origin.

Remark 2.1 One can show (see, e.g., [12, Thm. 2.5.5]) that if Ω is a domain of holo-

morphy, then there exists a function f ∈ O(Ω) that cannot be analytically continued

past Ω. However, any individual f ∈ O(Ω) might admit an analytic continuation

outside of Ω.

Example 2.1 The unit disc D is a domain of holomorphy since we can always

construct functions with singularities on any point of ∂D. For example, if {1} ∈ W ,

then 1
1−z

does not extend beyond z = 1. Similarly, if {eiθ} ∈ W , then 1
eiθ−z

does not

extend beyond z = eiθ.

Example 2.2 Alternatively, one can ask what functions have D as the maximal

domain? We can construct such functions, with a dense set of singularities on the
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boundary ∂D, by defining

f(z) =
∞∑
k=0

zk! or f(z) =
∞∑
k=0

za
k

, (2.3)

with a ∈ Z, a ⩾ 2. Consider the first one. By plugging in z = e2πi
p
q for any fraction p

q

we get that for any k ⩾ q in the sum,
(
e2πi

p
q
)k!

= 1, so the series defining f(z) diverges

at any z = e2πi
p
q and from the sparsity of the coefficients we can conclude that f(z)

tends to infinity as z tends to any such boundary point. These points form a dense

set of singularities on ∂D, so that f(z) cannot be analytically continued across any

boundary point. Functions with such an obstruction to analytic continuations are

called lacunary functions.

Remark 2.2 The argument from Ex. 2.1 showing that D is a domain of holomorphy

can be applied to any domain U ⊆ C. Thus, any domain U ⊆ C is a domain of

holomorphy, since we can place poles at any point on the boundary of U .

Now we want to understand how domains of holomorphy can look like in several

complex variables. Let us first consider an example.

Example 2.3 The unit ball Bn ⊆ Cn is a domain of holomorphy.

Proof: If (1, 0, . . . , 0) ∈ W , then the function f(z) = 1
1−z1

does not extend across

Bn.

z1 = 1
(2.4)

By symmetry, other points can be handled by composing the function f(z) with a

rotation, giving a function of the form 1
(affine linear)

with a pole on a complex affine

subspace of Cn that passes through the chosen point on ∂Bn (and is tangent to ∂Bn

at that point).

Affine linear = 0

sits inside TpS
2n−1

(2.5)
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Remark 2.3 The same construction clearly apples to any convex domain (recall

that, for simplicity, we are restricting to domains with smooth boundary). In partic-

ular, any convex (or C-linearly convex) domain U ⊆ Cn is a domain of holomorphy.

(Here, C-linearly convex means convex in complex tangential directions.)

The key point is that, in order to have a domain of holomorphy in Cn, we need room

to “fit” the singularities which now lie on hypervarieties. Note that the ball Bn is

convex and is in fact a domain of holomorphy. As noted in the preceding remark,

this observation works more generally.

Theorem 2.1 Any convex domain U ⊆ Cn is a domain of holomorphy.

The question now becomes whether convexity is actually needed.

2.2 Non-convex domain of holomorphy

Domains of holomorphy are often not geometrically convex, so classical convexity

is not the correct notion but it is in the right direction. Before giving an example

of a non-convex domain of holomorphy, we show that by a biholomorphic change

of coordinates the unit ball in Cn (which is strongly convex) can be realized as an

unbounded domain that is convex but not strongly convex.

Im(ω)

Re(ω)

z1 . . . zn−1 (Im(ω) > ∥z∥2)Bn

biholm Φ

A linear fractional transformation:

(strongly convex) (weakly convex)

Ω0

(2.6)

In the figure above, we map a ball by a biholomorphic linear fractional transfor-

mation3 to the “Siegel upper half-space” Ω0; this map (or its inverse) is known as the

3Geometrically, the map Φ can be seen as a change of affine chart for CPn. This is what is

indicated in the figure under the arrow in (2.6) above. We think of the copy of Cn containing the

ball on the left hand side of the biholomorphism above as the standard affine chart for complex

projective space (the horizontal “plane” drawn in red in the figure below the arrow) so that Bn

is identified with a subset of CPn (a quadric, corresponding to the lines inside the cone in the

picture below the arrow). The map Φ then simply amounts to viewing the ball Bn ⊆ CPn in a

different affine chart for CPn (corresponding to the “plane” drawn in blue that makes a 45◦ angle

to the first, which we think of as the copy of Cn on the right hand side of the biholomorphism

arrow that contains Ω0). Note that Φ sends one point on S2n−1 = ∂Bn to infinity, namely the

point (0, . . . , 0,−1); this corresponds to the fact that the blue affine chart (the one drawn at 45◦)

cuts every line in the cone except the one corresponding to that point. The cone slicing picture
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(generalized) Cayley transform as it generalizes the well-known Cayley map from the

disc to the upper half-plane in one complex variable. Explicitly, the biholomorphism

Φ : Cn \ {zn = −1} → Cn is defined by

Φ(z) = i
en − z

1 + zn

where en = (0, . . . , 0, 1). (In the n = 1 case the map becomes z 7→ i
1− z

1 + z
, which

is the inverse of the map z → i− z

i+ z
that takes the upper half plane to the disc.)

Note that the domain on the left-hand side (the ball) is strongly convex, whereas the

domain on the right-hand side (Ω0) is only convex. If we perturb Bn slightly, it will

remain strongly convex, but if we perturb Ω0 slightly, it may become non-convex.

If we bend the “Siegel Upper Half Space” Ω0 = {Imw > ∥z∥2} as described

above slightly to a domain Ω described by Imw > φ(z, z̄,Rew) where the function

φ is defined by φ(z, z̄,Rew) = ∥z∥2 − ϵ(Rew)2 for points near the origin (with

ϵ > 0 small) and is smoothly extended so that φ(z, z̄,Rew) = ∥z∥2 for points far

from the origin, it remains a domain of holomorphy (assuming that the first and

second derivatives of φ behave mildly on the interpolating region, which can easily

be ensured). It stays convex in the directions z1, z2, . . . , zn, but not in the Rew

direction:

Im(ω)

Re(ω)

z1 . . . zn−1 (Im(ω) > ∥z∥2 − ε(Re(ω))2)

Ω

(2.7)

This is a non-convex example of a domain of holomorphy. Although it is not

convex, one can still find complex hypervariety tangent to each point of ∂Ω that

otherwise lies on the outside. For example, we can use the Cayley transformation

to view this as a perturbation of Bn (which is convex) and then carry the singular

functions over to handle the domain Ω.

The above discussion means that what we really want is some kind of a notion

of convexity “in the complex tangent directions.” But only roughly: this would lead

us to the notion of C-linear convexity which is stronger than what we really want.

We also want a notion of “convexity” that is invariant under (local) biholomorphic

changes of coordinates. Before we come to the appropriate definition we will first

very succinctly describes the generalized Cayley transform and shows the “parabolic” nature of the

domain Ω0 (slicing a cone at 45◦ gives a parabola). Unfortunately, however, we cannot draw in high

enough dimensions to show how the flat direction in ∂Ω0 arises from slicing the “cone” in Cn+1.
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consider some non-domains of holomorphy. A domain fails to be convex if there

are two points in the domain such that the line segment between these two points

contains points outside of the domain. We will see that a domain fails to be a

domain of holomorphy if there is a complex disc (or more generally the image of a

closed analytic disc φ : D → Cn) whose boundary lies inside the domain but whose

interior contains points outside the domain, provided this disc can be obtained as a

member of a continuous family of discs where one of the (closed) discs in the family

is completely contained in the domain.

2.3 Non-domains of holomorphy

Now that we have encountered a number of domains of holomorphy, it is time to ask

when does a domain fail to be one? As a concrete example, consider the following

Hartogs figure H ⊆ C2 (with 0 < a, b < 1):

b

|z|

In diagrams, the Hartogs figure

is often drawn as:

1c

|w|
1

a

H
(2.8)

In drawing the diagram on the right, we have to imagine that H revolves around

in (z, w) space with the radii given by the left picture. In particular, the “arms”

of the “H” are connected to each other and contain circles that surround the white

space between the arms. These circles bound a family of discs that cover all the

points corresponding to the white space between the arms, and this is the key to the

following theorem.

Theorem 2.2 (Hartogs, 1906) Every f ∈ O(H) extends to F ∈ O(D× D).

Proof : For every f ∈ O(H), we can use Cauchy’s integral formula in z to extend it

to F ∈ O(D× D) using the analytic dependence of boundary values on w.

Hence, H is not a domain of holomorphy. For example, if we tried to put a pole

somewhere in the middle, it would always poke out through the H. Hence, a pole

contained in D × D \ H cannot exist. If we hypothetically had an isolated singu-

larity, we could avoid H. Hence, a holomorphic function F cannot have isolated

singularities.

– 18 –



There are higher-dimensional versions of the above figure with w = (w1, . . . , wk)

and z = (z1, . . . , zn). Moreover, we can dilate and rotate this example using unitary

transformations to “fit” it near the boundaries of other domains. For example, one

can use it to show that C2 \ R2 is not a domain of holomorphy, but C2 \ (C × {0})
is. In another special case, we have the following result on removable singularities.

Corollary 2.1 For n > 1, every f ∈ O(Cn \ {0}) extends to F ∈ O(Cn).

Audience question 2.1 If we have U that is a domain of holomorphy but not con-

vex, can we make a biholomorphic mapping to find a convex domain?

Answer: Not in general. It is a very hard problem. We’ll see that domains of holo-

morphy are characterized by pseudoconvexity (meaning that the Levi form, which

will be defined below, is nonnegative at every point). It is easy to show that a domain

that is strongly pseudoconvex (meaning that the Levi form is everywhere positive def-

inite) can be locally made strongly convex by a biholomorphic change of coordinates,

but this can not always be done globally. On the other hand, even locally not every

pseudoconvex domain can be made convex by a biholomorphic change of coordinates,

see [13, 14].

The key idea behind the Hartogs extension phenomenon described above is that

one has a family of discs whose boundaries stay in the domain U but whose interiors

sweep out the region to which one is trying to extend. The next theorem, the Konti-

nuitätssatz, is essentially saying that to establish the local holomorphic extension of

functions f ∈ O(U) accross a boundary point p ∈ ∂U it is enough to find a family of

holomorphic discs that remain inside U (and whose boundaries stay “well inside”)

tending to a limiting disc that contains p in its interior.

Theorem 2.3 (Kontinuitätssatz, version 1) Suppose that U ⊆ Cn is open and there

exists a sequence of closed analytic discs φk : D → Cn converging (pointwise) to a

closed analytic disc φ : D → Cn, such that φk(D) ⊆ U for all k and φ(∂D) ⊆ U . Then

there exists a polyradius s > 0 such that for every f ∈ O(U) and every p ∈ φ(D),
there is an F ∈ O(∆s(p)) with F = f on some open subset of U ∩∆s(p).

U

φk(D)

φ(D)
p

(2.9)

In the above figure the theorem gives us a fixed neighborhood ∆s(p) of the point p
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such that every holomorphic function f in U extends to ∆s(p).

The idea behind the proof is as follows. The boundary points of the discs stay

bounded away from ∂U and the Cauchy estimates at/near the boundary points

propagate to the interior of the discs by the maximum principle. Thus, uniform

lower bounds for the “polyradii” of convergence are obtained, giving the result.

Now, we want to find out what is the right condition on ∂U (assuming that it is

smooth) to avoid the presence of the above discs. This question can be studied with

the Cauchy–Riemann (CR) structure of the boundary.

2.4 The CR geometry of the boundary

Consider a local biholomorphism Φ fromM to someM ′. Which part of the geometry

is preserved?

M

local biholm Φ

(2.10)

The derivative DΦ is a C-linear isomorphism at each point. It preserves the

maximal complex subspace Hp ⊆ TpM and the complex structure Jp : Hp → Hp,

the restriction of the ambient complex structure Jp : TpCn → TpCn to Hp = TpM ∩
JpTpM . Since J2p = −Id on TpCn, J2

p = −Id on Hp. Vectors not lying in Hp get

rotated out of the tangent space TpM when acted on by Jp:

Hp

Jp
(2.11)

So the part of the geometry that is preserved is the CR structure: (M,H, J). Al-

though Jp allows us to think of the real 2(n − 1) dimensional vector space Hp as a

complex vector space (defining the multiplication by i by iX = JpX for X ∈ Hp)

it is customary and in the end much more convenient to think of Hp as being a

real vector space. Since the operator Jp : Hp → Hp squares to minus the iden-

tity, it has eigenvalues ±i; hence, if we complexify Hp to CHp = C ⊗R Hp we may

decompose CHp into i and −i eigenspaces as CHp = T
(1,0)
p M ⊕ T

(0,1)
p M . Here,

T
(1,0)
p M is the (n − 1)-dimensional complex vector space {X − iJpX |X ∈ Hp}

and T
(0,1)
p M is the conjugate vector space {X + iJpX |X ∈ Hp}. Equivalently,
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T 1,0
p M = T

(1,0)
p Cn ∩ CTpM = ker ∂r|p where r is a local defining function for M and

T (1,0)
p Cn =

{
∂

∂z1

∣∣∣∣
p

, . . . ,
∂

∂zn

∣∣∣∣
p

}
. (2.12)

Knowing T
(1,0)
p M is equivalent to knowing Hp and Jp so this gives an alternative way

to define the CR structure. For convenience we will write d = n− 1 for the complex

dimension of T
(1,0)
p M , which is known as the CR dimension ofM . The space T

(1,0)
p M

is known as the holomorphic tangent space toM at p. Typically T
(1,0)
p M is described

by giving an explicit frame, see, e.g., Examples 4.1 and 4.2 in Lecture 4.

The key point is this. If we pick a complementary direction T (a vector field

tangent to M) to Hp ⊆ TpM , then the direct sum decomposition

TpM = Hp ⊕ RTp , (2.13)

complexifies to

CTpM = T (1,0)
p M ⊕ T (0,1)

p M ⊕ CTp . (2.14)

The final decomposition can be written as Eα ⊕ Eα ⊕ E0 in Penrose-style notation.

If r is a local defining function for M = ∂U (meaning that r < 0 in U while r = 0

on ∂U and dr ̸= 0 on ∂U), we can write the corresponding decomposition of the

tangential part of its Hessian using Penrose abstract index notation as:

Hess(r)
∣∣
TpM

=

rαβ rαβ̄ rα0rᾱβ rᾱβ̄ rᾱ0
r0β r0β̄ r00

 . (2.15)

Here, rαβ and rαβ are conjugates, as are rαβ and rαβ. In this notation, convexity

means that this Hessian is positive (in the tangential directions):

Hess(r)
∣∣
TpM

⩾ 0 for all p ∈M . (2.16)

On the other hand, pseudoconvexity means that only

rαβ ⩾ 0 for all p ∈M . (2.17)

Remark 2.4 The Penrose-style notation is meant to be interpreted as expressing

the abstract block decomposition of Hess(r)
∣∣
TpM

corresponding to the decomposition

(2.14) of the (complexified) tangent space. But, of course, if one were to introduce

a basis (Z1, . . . , Zd) for T
(1,0)
p M and set Zᾱ = Zα, then (Z1, . . . , Zd, Z1̄, . . . , Zd̄, T )

would be a basis of CTpM that respects the decomposition (2.14) and (2.15) could

then be interpreted as giving the (2d+ 1)× (2d+ 1) matrix for Hess(r)
∣∣
TpM

; in this

case we can interpret rαβ as Hess(r)(Zα, Zβ̄) and condition (2.17) is the condition

that the matrix (rαβ) is positive semidefinite.
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Finally, let us wrap up this lecture with a precise definition.

Definition 2.2 (Levi pseudoconvexity) Suppose U ⊆ Cn is an open set with

smooth boundary, and r is a defining function for U at p with r < 0 in U . Then U

is said to be pseudoconvex at p ∈M = ∂U if

n∑
j,k=1

aj āk
∂2r

∂zj∂z̄k

∣∣∣∣
p

⩾ 0 for all Xp =
n∑

j=1

aj
∂

∂zj

∣∣∣∣
p

∈ T (1,0)
p M︸ ︷︷ ︸

Xpr=
∑n

j=1 aj
∂r
∂zj

∣∣
p
=0

. (2.18)

The hermitian form on T
(1,0)
p M defined by the left hand side of the above display is

called the Levi form of M = ∂U at p. So, a domain is said to be pseudoconvex at

p ∈ ∂U if and only if the Levi form of ∂U is positive semidefinite at p.

This is the biholomorphically invariant part of the convexity condition. Given a

point p ∈M (using drp ̸= 0) one can find a local biholomorphic change of coordinates

so that in the new coordinates ζ we have ∂2r
∂ζj∂ζk

∣∣∣
p
= 0. On the other hand, the

complex Hessian ∂2r
∂zj∂z̄k

transforms as a tensor under change of coordinates: if ζm =

fm(z1, . . . , zn), m = 1, . . . , n, is a local biholomorphic change of variables and f =

(f1, . . . , fm) then from the chain rule and the fact that ∂fm
∂ζ̄j

= 0 one can easily show

that
∂2(r ◦ f)
∂ζj∂ζ̄k

=
n∑

ℓ,m=1

∂2r

∂zℓ∂z̄m

∂fℓ
∂ζj

∂fm
∂ζ̄k

, (2.19)

(the corresponding formula for ∂2(r◦f)
∂ζj∂ζk

involves the second derivatives of f and from

the explicit expression one can see that at a point p where dr ̸= 0 one can find a

change of coordinates map f such that ∂2(r◦f)
∂ζj∂ζk

is zero at p).

What is the significance in restricting the complex Hessian appearing in (2.18)

to holomorphic tangent vectors Xp ∈ T
(1,0)
p M toM (rather than considering all Xp ∈

T
(1,0)
p Cn)? The key point here is that

∑n
j,k=1 aj āk

∂2r
∂zj∂z̄k

∣∣∣
p
only behaves nicely under

a change in the defining function r when Xp =
∑n

j=1 aj
∂
∂zj

∣∣∣
p
∈ T

(1,0)
p M (equivalently,

when Xpr =
∑n

j=1 aj
∂r
∂zj

∣∣
p
= 0): If r̃ = eΥr is another defining function (where Υ is

an arbitrary smooth real valued function) then, since r(p) = 0,
n∑

j,k=1

aj āk
∂2r̃

∂zj∂z̄k

∣∣∣∣
p

= eΥ
n∑

j,k=1

(
aj āk

∂2r

∂zj∂z̄k
+ aj

∂Υ

∂zj
ak
∂r

∂z̄k
+ aj

∂r

∂zj
ak
∂Υ

∂z̄k

) ∣∣∣∣
p

. (2.20)

When Xp ∈ T
(1,0)
p M this simplifies to

n∑
j,k=1

aj āk
∂2r̃

∂zj∂z̄k

∣∣∣∣
p

= eΥ
n∑

j,k=1

aj āk
∂2r

∂zj∂z̄k

∣∣∣∣
p

, (2.21)
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and hence the condition (2.18) in Definition 2.2 does not depend on the choice of

defininig function r. Moreover, the Levi form of M = ∂U at p is well defined

(independent of the choice of the defining function) up to multiplication by a positive

constant.

Remark 2.5 Some of the material covered at the start of Lecture 4 (Section 4) was

meant to be covered before Jǐŕı’s lecture on CR functions (Section 3), but there was

not enough time. The reader may find it helpful to look at these parts of Lecture 4

(Subsections 4.1 and 4.2) before reading Section 3.

3 CR functions

Jiř́ı Lebl

3.1 Real analytic functions and complexification

Let us recall a simple result, which is a traditional way of interpreting complexifica-

tion.

If U ⊂ Cn is a domain, U ∩ Rn ̸= ∅, f, g ∈ O(U), and f = g on U ∩ Rn, then

f ≡ g. The result goes the other way as well: If V ⊂ Rn, f : V → R is real-analytic

(that is, locally given by real power series), then there exists an open domain U ⊂ Cn

such that V ⊂ U and a unique holomorphic function F ∈ O(U) such that F |V = f .

The proof is essentially that given real power series
∑

α cn(x − p)n, we can insert

complex numbers and obtain
∑

α cn(z − p)n.

There is usually a better way to complexify real-analytic functions in Cn. Sup-

pose U ⊂ Cn ∼= R2n and f : U → C is real-analytic. Write (at 0 for simplicity)

f(x, y) =
∞∑

m=0

fm(x, y) =
∞∑

m=0

fm

(
z + z̄

2
,
z − z̄

2i

)
. (3.1)

The polynomial fm becomes a homogeneous polynomial of degree m in the variables

z and z̄, which means the series is a power series in z and z̄. Hence, at any point,

the function f equals ∑
α,β

cα,β(z − a)α(z̄ − ā)β , (3.2)

in multinomial notation. We will simply write it as f(z, z̄). A holomorphic function

is real-analytic, but not vice versa. A holomorphic function is a real-analytic function

that does not depend on z̄.

Before further discussion, we will need the following result. Let U ⊂ Cn×Cn be

a domain and f, g ∈ O(U) such that f = g on the diagonal

U ∩D = U ∩
{
(z, ζ) ∈ Cn × Cn : ζ = z̄

}
. (3.3)
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Then f ≡ g on all of U . The result also goes the other way: If f : V ⊂ D → C is

real-analytic, then f extends to a neighborhood of V in C2n. We identify Cn and

D ⊂ Cn × Cn with ι(z) = (z, z̄).

Example 3.1 In one dimension, the function

f(z, z̄) =
1

1 + |z|2
=

1

1 + zz̄
, (3.4)

is real-analytic in C, but is not a restriction on the diagonal of a holomorphic function

in all of C2. The problem is that the complexified function

f(z, ζ) =
1

1 + zζ
, (3.5)

is holomorphic in C2 \ {zζ = −1}, i.e., it is undefined on the set where zζ = −1.

Example 3.2 If u(z, z̄) is a (pluri)harmonic function, then u(z, z̄) = Re f(z). How

can we recover f from u in this case? First, notice that we have

u(z, z̄) =
f(z) + f̄(z̄)

2
. (3.6)

Without loss of generality, we can set f(0) = 0. This implies

f(z) = 2u(z, 0) . (3.7)

The idea of treating z̄ as a separate variable is very powerful, and as we have just

seen, it is completely natural when speaking about real-analytic functions.4 This is

one of the reasons why real-analytic functions play a special role in several complex

variables.

Remark 3.1 There is no good control over the neighborhood to which f extends.

This is true even in 1D: Given any interval (a, b) and any neighborhood U of (a, b),

there is a function F ∈ O(U) that does not extend beyond any boundary point of

U . So f = F |(a,b) also cannot extend further. If we want any additional estimates to

hold, we need to know something more about the function.

3.2 CR functions

So far we have talked about the submanifold Rn ⊂ Cn. What can we say about more

complicated submanifolds?

4Jǐŕı recalls a story of asking his advisor if there is a typo in the formula (3.7) because it looks

too good to be true.
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Suppose M ⊂ Cn is a hypersurface, then a function f : M → C is a CR function

if

Xpf = 0 , (3.8)

for all vectors Xp ∈ T
(0,1)
p M for all points p ∈ M . Moreover, if M ⊂ U ⊂ Cn and

F ∈ O(U), then F |M is a CR function.

The question is whether the reverse statement holds. In fact, it is not always

true: If M is real-analytic, then also F |M is real-analytic, so no smooth-only CR

function f on M is such a restriction.

Theorem 3.1 (Severi) If M and f are real-analytic and f CR, then f extends

holomorphically to a neighborhood.

Proof: The proof feels like cheating, so let us do it. Suppose without loss of generality

that 0 ∈M and M is real-analytic. Then, there is a holomorphic function Φ(z, ζ, w)

in a neighborhood of 0 in Cn−1 × Cn−1 × C, such that M is

w̄ = Φ(z, z̄, w), (3.9)

and Φ, ∂Φ
∂zk

, ∂Φ
∂ζk

vanish at 0 and w = Φ̄
(
ζ, z,Φ(z, ζ, w)

)
. A basis for T (0,1)M is given

by
∂

∂z̄k
+
∂Φ

∂z̄k

∂

∂w̄

(
=

∂

∂z̄k
+
∂Φ

∂ζk

∂

∂w̄

)
, k = 1, . . . , n− 1. (3.10)

We therefore conclude that M is w̄ = Φ(z, z̄, w), T (0,1)M is given by ∂
∂z̄k

+ ∂Φ
∂z̄k

∂
∂w̄

.

Define the complexification M ⊂ C2n by ω = Φ(z, ζ, w). Moreover, let us complexify

f(z, w, z̄, w̄) to f(z, w, ζ, ω).

Now comes the trick: Let us define

F (z, w, ζ) = f
(
z, w, ζ,Φ(z, ζ, w)

)
. (3.11)

Because f is a CR function, it is killed by ∂
∂z̄k

+ ∂Φ
∂z̄k

∂
∂w̄

on M . Hence

∂F

∂ζk
+
∂Φ

∂ζk

∂F

∂ω
=
∂F

∂ζk
= 0. (3.12)

This is true everywhere by complexification. So F is a function of z and w only.

Therefore, F is a holomorphic function on Cn (on some neighborhood of M). □

Example 3.3 Consider M ⊂ C2 given by

Imw = |z|2 . (3.13)

That is, w−w̄
2i

= zz̄, or in other words, M is given by ω = −2izζ + w, and the CR
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vector field by ∂
∂z̄

− 2iz ∂
∂w̄

.

The most important place where we find CR functions that are not necessarily

real-analytic is as boundary values of holomorphic functions.

Proposition 3.1 Suppose U ⊂ Cn is open with smooth boundary and f : U → C
is smooth and holomorphic on U . Then f |∂U is a smooth CR function.

Proof : Each Xp ∈ T
(0,1)
p ∂U is a limit of T (0,1)Cn vectors from the inside. □

The boundary values of a holomorphic function define the function uniquely.

That is, if two holomorphic functions continuous up to the (smooth) boundary are

equal on an open set of the boundary, then they are equal in the domain. This

statement is made precise in the following proposition.

Proposition 3.2 Suppose U ⊂ Cn is a domain with smooth boundary and f : U →
C is smooth, holomorphic on U and f |∂U is zero on a nonempty open subset. Then

f ≡ 0.

Proof: Take p ∈ ∂U such that f = 0 on a neighborhood of p in ∂U . Consider a small

neighborhood ∆ of p such that f is zero on ∂U ∩ ∆. Define g : ∆ → C by setting

g(z) = f(z) if z ∈ U and g(z) = 0 otherwise.

U

f = 0
g = 0

g = f

p ∆ (3.14)

It is not hard to see that g is continuous, and it is clearly holomorphic where is is not

zero. Use Radó’s theorem (see below) to extend g as 0 outside, then use the identity

theorem. □

Theorem 3.2 (Radó) If U ⊂ Cn is open and g : U → C continuous and holomor-

phic on

U ′ =
{
z ∈ U : g(z) ̸= 0

}
. (3.15)

Then g ∈ O(U).

This is Jǐŕı’s favorite theorem.
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3.3 Approximation of CR functions

A problem we tackle next is trying to extend a smooth CR function from the bound-

ary of a domain to a holomorphic function inside of it. This is essentially a PDE

problem where the PDE are the Cauchy–Riemann equations, and the function on the

boundary sets the boundary conditions. But notice that Cauchy–Riemann equations

are overdetermined, that is, there are too many equations. It means that not every

boundary data gives a solution. The two propositions above say that, respectively,

the boundary data being CR is a necessary condition for a solution (it is not sufficient

in general) and that a solution is unique if it exists.

Let us give examples of functions that are not boundary values of holomorphic

functions.

Example 3.4 Suppose M = R ⊂ C. Let us define the following function f : M →
C:

f(x) =

{
e−x−2

if x ̸= 0,

0 if x = 0.
(3.16)

Then f is CR (trivially), but is not a restriction nor a boundary value (from ei-

ther side) of a holomorphic function continuous up to 0. We can come up with

generalizations of this example to several variables by working on M = R× C.

Example 3.5 Define the function f ∈ B2 → C by

f(z1, z2) =

{
e−1/

√
z1+1 if z1 ̸= −1,

0 if z1 = −1.
(3.17)

Then f is smooth on B2, holomorphic on B2, but near (−1, 0) it is not a restriction

of a holomorphic function (it is only a one sided extension).

A neat technique for extension is to approximate functions by polynomials. The

following theorem holds in much more generality, but here we state its simplest

version.

Theorem 3.3 (Baouendi–Trèves) Suppose M ⊂ Cn is a smooth real hypersur-

face, p ∈ M . Then there exists a compact neighborhood K ⊂ M of p, such that for

every CR function f : M → C, there exists a sequence {pℓ} of polynomials in z such

that

pℓ(z) → f(z) uniformly in K. (3.18)

A key point is that K cannot be chosen arbitrarily, as it depends on p and M .

On the other hand, it does not depend on f . Given M and p ∈ M , there is a K
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such that every CR function on M is approximated uniformly on K by holomorphic

polynomials.

Example 3.6 The K depends only on M , but can not always be all of M : For

example, M = S1 and f = z̄.

The proof is based on the standard proof of Weierstraß theorem: If f : [0, 1] → R
is continuous, then it is approximated on [0, 1] by the entire functions

fℓ(z) =

∫ 1

0

cℓ e
−ℓ(z−t)2f(t) dt , (3.19)

for properly chosen cℓ. The proof involves taking partial sums of the power series.

Baouendi–Trèves uses the same idea on a totally real subset of M and a slightly

modified version of the above argument.

3.4 Extension of CR functions

The following is called the Lewy extension theorem, but goes back to Helmut Knesser

in 1936.

Theorem 3.4 Suppose M ⊂ Cn is a smooth real hypersurface and p ∈ M . There

exists a neighborhood U of p with the following property. Suppose r : U → R is a

smooth defining function for M ∩ U , denote by U− ⊂ U the set where r is negative

and U+ ⊂ U the set where r is positive. Let f : M → R be a smooth CR function.

Then:

(i) If the Levi form with respect to r has a positive eigenvalue at p, then f extends

to a holomorphic function on U− continuous up to M .

(ii) If the Levi form with respect to r has a negative eigenvalue at p, then f extends

to a holomorphic function on U+ continuous up to M .

(iii) If the Levi form with respect to r has eigenvalues of both signs at p, then f

extends to a holomorphic function on U .

So, if the Levi-form has eigenvalues of both signs, then every CR function is a

restriction of a holomorphic function.

Let us provide a quick sketch of the proof of (i). First, suppose p = 0 and write

M in the neighborhood of the origin as

Imw = |z1|2 +
n−1∑
k=2

ϵk|zk|2 + E(z1, z
′, z̄1, z̄

′,Rew), (3.20)
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where z′ = (z2, . . . , zn−1), ϵk = −1, 0, 1, and E is O(3). Next, apply Bauoendi–Trèves

theorem to find a compact neighborhood K of the origin of the theorem. The map

z1 7→ |z1|2 + E(z1, 0, z̄1, 0, 0) , (3.21)

has a strict minimum at the origin, and so does

z1 7→ |z1|2 +
n∑

k=2

ϵk|zk|2 + E(z1, z
′, z̄1, z̄

′,Rew)− Imw for small z′, w. (3.22)

We find an analytic disc ∆ “attached” to K ⊂M (i.e., ∂∆ ⊂ K):

z1

(z′, w)

r < 0
r > 0

∂∆

K

M

D ×W

∆

(3.23)

One can fill a one-sided neighborhood by such discs.

The next step is to apply Baouendi–Trèves to find pℓ that approximate f uni-

formly on K. The sequence {pℓ} is (uniformly) Cauchy on ∂∆ for each disc. By

the maximum principle, {pℓ} is (uniformly) Cauchy on ∆. This implies that {pℓ} is

(uniformly) Cauchy on U− ∪K, and it follows that {pℓ} converges to a holomorphic

function on U− continuous up to the boundary. To see (iii), extend to one side, then

use the Tomato can principle or Kontinuitätssatz to extend to the other side.

Example 3.7 Every CR function on Imw = |z1|2 − |z2|2 extends to an entire holo-

morphic function on C3 and hence must be real-analytic.

Example 3.8 Every CR function on Imw = |z1|2 + |z2|2 extends to the set Imw ⩾
|z1|2 + |z2|2, but not necessarily below.

Example 3.9 There exist CR functions on Imw = 0 that extend to neither side.

Remark 3.2 These ideas led Lewy to find an example of an unsolvable PDE.

Another application is a special case of the following theorem.
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Theorem 3.5 (Hartogs–Bochner) Suppose U ⊂ Cn, n ⩾ 2, is a bounded open

set with a smooth boundary, and f : ∂U → C is a CR function. Then there exists a

continuous F : U → C holomorphic in U such that F |∂U = f .

The special case is if we have at least one positive Levi eigenvalue at each point and

if we can extend through compacts. This is something we will study in the next

lecture.

Remark 3.3 Neither Hartogs nor Bochner proved this; it was proved by Martinelli.

Example 3.10 Every CR function on S2n−1 ⊂ Cn, n ⩾ 2, is the boundary value of

a continuous F : Bn → C that is holomorphic in Bn.

Example 3.11 The function z̄ on S1 ⊂ C is not the boundary value of a holomor-

phic function on the disc; it would have a pole.

Example 3.12 Similarly, this is not true in general if U is unbounded. If U =

D×C ⊂ C2, then z̄1 is a CR function but does not extend inside for the same reason.

4 The ∂̄-problem

Sean Curry

4.1 Levi form

Let us return to the notions of pseudoconvexity that we started to explore in Sec. 2.

Recall that in the previous lectures we considered domains of Cn that can be

written as U = {r < 0}, where r = 0 on the boundary M = ∂U . We considered the

complexification of the tangent bundle, which takes the form

CTM = T (1,0)M ⊕ T (0,1)M ⊕ CT , (4.1)

where T
(1,0)
p M⊕T (0,1)

p M is the natural decomposition of CHp into i and−i egenspaces
of J at each p ∈ M and T is a choice of real tangent vector field that spans a

complementary subspace5 toH at each point. This decomposition of the complexified

5This is sometimes referred to as “the bad direction.” Note, however, that the article “the” is

not totally justified in that, except for in certain cases of domains with special symmetry, there is

no biholomorphically invariant way to choose this complementary subspace.
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tangent space leads to a range of possible conditions on the Hessian of a defining

function. As previously, let us write the Hessian along the tangent bundle as

Hess(r)
∣∣
TM

=

rαβ rαβ̄ rα0rᾱβ rᾱβ̄ rᾱ0
r0β r0β̄ r00

 . (4.2)

Then different the levels of convexity mentioned previously can be stated, informally,

as follows:

Convexity: Hess(r)|TM ⩾ 0 , (4.3)

C-linear convexity:
(
rαβ rαβ̄
rᾱβ rᾱβ̄

)
⩾ 0 , (4.4)

Pseudoconvexity: rαβ̄ ⩾ 0 . (4.5)

More precisely, by (4.3) we mean that the Hessian of r is positive semidefinite as

a quadratic form at each point p ∈ M when restricted to real tangent vectors to

M , by (4.4) we mean that the Hessian of r is positive semidefinite as a quadratic

form at each point p ∈ M when restricted to Hp ⊆ TpM (strictly speaking, since

T (1,0)M ⊕ T (0,1)M = CH, the notation in (4.4) translates to “Hess(r)|CH ⩾ 0,” but

what we really mean is that Hess(r)|H ⩾ 0, i.e., the corresponding real quadratic

form is positive semidefinite), and by (4.5) we mean that the Hessian of r defines

a positive semidefinite Hermitian form on T
(1,0)
p M for each p ∈ M , that is, at each

point p we have Hess(r)(Xp, Xp) ⩾ 0 for all Xp ∈ T
(1,0)
p M .

Let us focus on pseudoconvexity, which is the weakest requirement (and the only

one that is biholomorphically invariant). In practice, it amounts to checking that

n∑
j,k=1

aj āk
∂2r

∂zj∂z̄k
⩾ 0 for all Xp =

n∑
j=1

aj
∂r

∂zj

∣∣∣∣
p

∈ T (1,0)
p M . (4.6)

The Hermitian quadratic form on the left-hand side is called the Levi form of r (or

of M = ∂U):

Levi(r)|p(Xp, Yp) = Hess(r)|p(Xp, Yp) for Xp, Yp ∈ T (1,0)
p M. (4.7)

Pseudoconvexity just says that that Levi(r) ⩾ 0 as a Hermitian form. The signature

of the Levi form is invariant and well-defined (it is independent of the choice of

defining function and is invariant under local biholomorphic changes of coordinates).

This is a consequence of the fact that the Levi form is actually invariant as a line

bundle-valued Hermitian form on T (1,0)M .
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Example 4.1 Consider C3 with complex Cartesian coordinates (z1, z2, w). The do-

main defined by Im w > |z1|2+ |z2|2 has boundaryM defined by Im w = |z1|2+ |z2|2.
A natural choice of defining function for our domain is r = |z1|2 + |z2|2 − Im w. A

frame for the holomorphic tangent bundle T (1,0)M is given by

Z1 =
∂

∂z1
+ 2iz̄1

∂

∂w
, Z2 =

∂

∂z2
+ 2iz̄2

∂

∂w
. (4.8)

To see this it suffices to note that Z1 and Z2 are pointwise linearly independent,

lie in the span of the holomorphic vector fields ∂
∂z1

, ∂
∂z2

and ∂
∂w

on C3 and satisfy

Zαr = 0 for α = 1, 2 (these vector fields happen to be defined and satisfy these

conditions on C3 but we really only need these things to be satisfied on M). A

frame for T (1,0)M is given by Z1̄ = Z1, Z2̄ = Z2. We wish to compute the Levi form

components Hess(r)(Zα, Zβ̄). Note that for for general (real or complex) tangent

vector fields X and Y on C3, computing Hess(r)(X, Y ) is not the same as computing

X(Y r) or Y (Xr) since Hess(r)(X, Y ) is tensorial in X and Y whereas the expression

X(Y r) involves the X derivatives of the coefficients of Y and Y (Xr) involves the X

derivatives of the coefficients of Y ; the correct formula, for arbitrary vector fields X

and Y , is

Hess(r)(X, Y ) = Y (Xr)− (∇YX)r, (4.9)

where ∇YX is the vector field obtained from X by differentiating its components in

the direction of Y and all vector fields on the right hand side of the above display

are acting on the functions to their right as directional derivative operators. Using

the above displayed formula it is straightforward to compute that the Levi form of r

has components

Hess(r)(Zα, Zβ̄) = 2δαβ̄ , (4.10)

at at any point p ∈ M (in more general examples the components of the Levi form

expressed in a general frame will be functions rather than constants; but, if the Levi

form is positive definite at some point, then by Gram-Schmidt it is possible to find a

frame in a neighborhood of that point such that the Levi form has components δαβ̄,

or 2δαβ̄ if preferred, at all points in that neighborhood).

Example 4.2 Again, consider C3 with coordinates (z1, z2, w). The domain defined

by Im w > |z1|2− |z2|2 has boundary M defined by Im w = |z1|2− |z2|2. A frame for

the holomorphic tangent bundle T (1,0)M is given by

Z1 =
∂

∂z1
+ 2iz̄1

∂

∂w
, Z2 =

∂

∂z2
− 2iz̄2

∂

∂w
, (4.11)

and a frame for T (1,0)M is given by Z1̄ = Z1, Z2̄ = Z2. Computing as in the previous
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example, the Levi form of the defining function r = |z1|2−|z2|2− Im w is represented

in the frame Z1, Z2 by the matrix diag{2,−2}.

Example 4.3 Consider Cn with the coordinates (z, w) = (z1, . . . , zn−1, w). The

domain defined by Im w > 0 has boundary M defined by Im w = 0. A frame

for the holomorphic tangent bundle T (1,0)M is given by the vector fields Zα = ∂
∂zα

for α = 1, . . . , n − 1. The defining function r = − Im w is linear, meaning that

Hess(r) ≡ 0, and hence the Levi form of this domain is identically zero; we say that

its boundary is Levi flat. Note that the boundary M = Cn−1 × R, being Levi flat,

is pseudoconvex from both sides (meaning that both Im w > 0 and Im w < 0 are

pseudoconvex domains).

The hypersurfaces Im w = ϵ1|z1|2 + · · · + ϵn−1|zn−1|2, where ϵk ∈ {1,−1, 0}, are
local models for general hypersurfaces (when viewed up to local biholomorphism) in

the following sense (Lem. 2.3.9 in [2]):

Proposition 4.1 Let M ⊂ Cn be a smooth real hypersurface and p ∈ M . Then

there exists a local biholomorphic change of coordinates taking p to 0 and M to the

hypersurface given by

Imw =
α∑

k=1

|zk|2 −
α+β∑

k=α+1

|zk|2 + E(z, z̄,Rew), (4.12)

where E is O(3) at the origin. Here α is the number of positive eigenvalues of the

Levi form at p, β is the number of negative eigenvalues and α + β ⩽ n− 1.

By constructing a suitable Hartogs figure (or “tomato can”) it is easy to show

that holomorphic functions on Im w > |z1|2−|z2|2 can be extended to a neighborhood

of the origin (in fact, to all of C3, but we focus here on local extendability). Com-

bining this observation (and its natural generalization to higher dimensions) with

Proposition 4.1 one readily obtains the following theorem (Thm. 2.3.11 in [2]):

Theorem 4.1 (Tomato can principle) Suppose U ⊂ Cn is an open set with

smooth boundary and the Levi form has a negative eigenvalue at p ∈ ∂U . Then

every holomorphic function on U extends to a neighborhood of p. In particular, U

is not a domain of holomorphy.

The following figure illustrates the idea behind the proof, where here we have applied

Proposition 4.1 and permuted the zk variables so that z1 is a direction in which the

Levi form is negative at p.

– 33 –



z1

w

Hartog’s figureU

p

(4.13)

From the above theorem it follows that a domain of holomorphy must be pseudocon-

vex (since this is equivalent to the eigenvalues of the Levi form being nonnegative at

every point).

4.2 Equivalences

We conclude our discussion of domains of holomorphy in Cn with the following

theorem, giving a characterization of such domains in terms of pseudoconvexity (and

some final examples). At this point we allow for domains with non-smooth boundary,

with the caveat that we must then work with a different notion of pseudoconvexity

(due to Hartogs) that makes sense when the boundary is not smooth and is equivalent

to the (Levi) definition we have been using in the case of smooth boundary. A longer

list of conditions equivalent to being a domain of holomorphy can be found in [2]

(see also [12]).

Theorem 4.2 Let U ⊆ Cn be a domain. Then the following are equivalent:

(i) U is a domain of holomorphy;

(ii) U is Levi pseudoconvex (provided ∂U is smooth);

(iii) U is Hartogs pseudoconvex, i.e., there is a continuous exhaustion function that

is plurisubharmonic.

Here, an exhaustion function is one that goes to infinity at the boundary. Plurisub-

harmonic means subharmonic on each complex line (i.e., on each one dimensional

complex affine subspace of Cn). It is essentially a positivity condition on the com-

plex Hessian; morally it means “∂2f/∂zj∂z̄k ⩾ 0” (it means precisely this if f is

twice continuously differentiable, but the condition still makes sense if f is merely

continuous).

We have only proved that (i) implies (ii) in the case where ∂U is smooth. That

the notions of Levi pseudoconvexity and Hartogs pseudoconvexity are equivalent

when ∂U is smooth is proved, e.g., in [2, Thm. 2.5.8]. (This equivalence allows us

to say that a domain is pseudoconvex without needing to specify which of the two

definitions we are using.) That (i) implies (iii) is typically seen by showing that the

domains of holomorphy are “holomorphically convex” (see [2, Thm. 2.6.3] or [12,

Thm. 2.5.4 & 2.5.5]) and hence that minus the logarithm of the distance to the
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boundary is purisubharmonic (see [12, pp. 44-45]). Proving that a pseudoconvex

domain is a domain of holomorphy is known as the Levi problem (as it was posed,

at least for the smooth boundary case, by Levi in 1911) and was solved in the early

1950s due, principally, to the work of K. Oka. This problem played an important

role in the development of analysis in several complex variables. Today, the solution

to the Levi problem is most commonly presented using the techniques for the ∂-

problem developed by Kohn, Hörmander and Andreotti-Vesentini (and others) in

the mid 1960s; see [12].

Although the prototypical example of a pseudoconvex domain in Cn would be

either the unit ball or the unit polydisc (both are convex, and hence pseudoconvex), in

physics-related problems it seems that one might more commonly encounter domains

with Levi flat boundaries, such as in the following example.

Example 4.4 An example that one might see in the physics literature is the domain

U = Cn \ (R⩽0×Cn−1) ⊆ Cn (imagine having a holomorphic function f(z1, z2 . . . , zn)

that is entire in each of the variables z2, . . . , zn but has a natural boundary along the

negative real axis in the z1 variable). Note that the boundary is thenM = R⩽0×Cn−1,

which (up to a permutation of the coordinates) is a part of the boundary considered

in Ex. 4.3 and so its interior R⩽0×Cn−1 is Levi flat (pseudoconvex from both sides).

That the domain U is pseudoconvex can be seen as coming from the fact that all

domains in C are pseudoconvex, since U is the product of the cut plane C\R⩽0 with

Cn−1 and the product of pseudoconvex domains is pseudoconvex (i.e., a domain of

holomorphy).

×

Cn−1

Levi flat

Natural boundary pseudoconvex on both sides

(4.14)

We have talked a lot about CR manifolds embedded as hypersurfaces in complex

Euclidean space, but (just as we can abstract the notion of a surface in Euclidean

space to get the notion of an abstract Riemannian manifold) one can also talk about

abstract CR manifolds. These are 2n + 1 dimensional real smooth manifolds M

equipped with a complex rank n subbundle T (1,0)M of the complexified tangent

bundle CTM with the property that T
(1,0)
p M ∩T (1,0)

p M = {0} ⊆ CTpM for all p ∈M

and such that for any two vector fields X, Y ∈ Γ(T (1,0)M) the Lie bracket [X, Y ] also

lies in T (1,0)M . The CR structure T (1,0)M of any smooth real hypersurface in Cn+1

satisfies these conditions.6 Here is an example of an abstractly defined CR manifold

(which will turn out to be equivalent to a familiar hypersurface in Cn+1):

6Some people prefer to talk about hypersurfaces in Cn+1 rather than in Cn so that the dimension

of the hypersurface is 2n + 1 rather than 2n − 1 and the CR dimension is n rather than n − 1.
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Example 4.5 Consider the abstract Heisenberg CR structure on Hn = Cn×R (not

viewed as a subset of Cn+1) with coordinates (z1, . . . , zn, t). We have

T 1,0Hn = span{Z1, Z2, . . . , Zn} , (4.15)

where

Zj =
∂

∂zj
+ iz̄j

∂

∂t
. (4.16)

Let us write Zj̄ = Zj and T = ∂
∂t
. Then, one can show that

[T, Zj] = 0 , [Zj, Zk] = 0 , [Zj, Z̄k] = −2iδjk̄T . (4.17)

Here, 2δjk̄ are the abstract Levi form components (the Levi form can be defined

abstractly as i[X, Y ] mod T (1,0)⊕T (1,0) for sectionsX and Y of T (1,0); this expression

is easily checked to be tensorial inX and Y and gives a well-defined line bundle valued

Hermitian form on T (1,0), where the line bundle is the complex tangent bundle mod

T (1,0) ⊕ T (1,0); one needs to trivialize this line bundle to get an ordinary Hermitian

form on T (1,0) and this is done using the choice of T which is analogous to the choice

of defining function r in the embedded case). The Heisenberg CR structure gets its

name from these commutation relations and the (corresponding) fact that there is a

natural Heisenberg group structure on Hn = Cn×R with respect to which the frame

Z1, Z2, . . . , Zn is left invariant.

The map

(z1, . . . , zn, t) 7→ (z1, . . . , zn, t+ i∥z∥2
w

) , (4.18)

embeds the abstract CR manifold (Hn, T
(1,0)Hn) as the boundaryM of Ω0 = {Imw >

∥z∥2}; this map is a CR embedding in the sense that it identifies the abstract CR

structure (Hn, T
(1,0)Hn) with the embedded one (M,T (1,0)M), meaning that the map

is a smooth embedding with image M and the differential of the embedding at each

point p ∈ Hn induces an isomorphism between T
(1,0)
p Hn and T

(1,0)
p M . A smooth

embedding is a CR embedding if and only if its component functions satisfy the

tangential Cauchy-Riemann equations, meaning that the functions are in the kernel

of some, equivalently any, local frame Z1̄, . . . , Zn̄ for the antiholomorphic tangent

bundle of the abstract CR manifold in a neighborhood of each point. In the case of

our example it is easy to check that the components z1, . . . , zn, w = t+ i∥z∥2 of the

map (4.18) satisfy the tangential Cauchy-Riemann equations (i.e., lie in the kernel

of the operators Z1̄, . . . , Zn̄) and this is the quickest way to see that the map is a CR

Sean is doing this locally (by force of habit) for this example. There is no other significance in this

change of convention.
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embedding.
Im(ω)

Re(ω)

(4.19)

Note that in this example, the abstract holomorphic tangent vector fields Z1, . . . , Zn

defined in (4.16) are pushed forward by the diffeomorphism Hn →M ⊆ Cn+1 to the

vector fields
∂

∂z1
+ 2iz̄1

∂

∂w
, . . . ,

∂

∂zn
+ 2iz̄n

∂

∂w
, (4.20)

defined along M , where in this last display z1, . . . zn are the first n coordinates on

Cn+1 whereas in (4.16) the z1, . . . zn are coordinates for the Cn factor of the abstract

manifold Hn = Cn × R (so “ ∂
∂zj

” does not mean the same thing in (4.16) as it does

in (4.20); it might have been wise to use (ζ1, . . . , ζn, w) rather than (z1, . . . , zn, w) to

denote the coordinates on Cn+1 but we chose not to). To see this, let u = Rew and

v = Imw and note that ∂
∂w

= 1
2

(
∂
∂u

− i ∂
∂v

)
. Clearly the vector field ∂

∂t
onHn is pushed

forward to the vector field ∂
∂u

on M . On the other hand, since w also depends on z,

the vector field ∂
∂zj

on Hn is pushed forward to the vector field ∂
∂zj

+ iz̄j
∂
∂w

− iz̄j
∂
∂w̄

=
∂
∂zj

+ z̄j
∂
∂v

(a quick way to check this is to use (ζ1, . . . , ζn, w) instead of (z1, . . . , zn, w)

for the coordinates on Cn+1, so that ζj = zj and w = t+i∥z∥2, and then use the chain

rule to relate the various partial derivative operators, where one thinks of the map

Hn →M ⊆ Cn+1 as a parametrization ofM by (z, t)). Combining these observations

establishes our claim (since iz̄j
∂
∂u

+ z̄j
∂
∂v

= 2iz̄j
∂
∂w

).

Finally, note that r = ∥z∥2 − Imw is a natural choice of defining function for Ω0

and (as in Ex. 4.1) one can easily verify that the Levi form of r in this frame has

components 2δjk̄. In particular, the Levi form is positive definite at every point.

4.3 Introduction to the ∂̄-equation

First of all, we need to understand what is the ∂̄-equation (∂̄ is pronounced “dee

bar”). Let us introduce the notation

∂̄f =

(
∂f

∂z̄1
, . . . ,

∂f

∂z̄n

)
= fz̄1dz̄1 + . . .+ fz̄ndz̄n . (4.21)

It will be the most convenient to think of ∂̄f as a (0, 1)-form, as on the right-hand

side. We assume some familiarity with forms, though it will not be essential. On

U ⊆ Cn, the ∂̄ operator on functions described above extends to a family of maps

between the spaces ∧0,k of (0, k)-forms:

∧0,0 ∂̄−→ ∧0,1 ∂̄−→ ∧0,2 ∂̄−→ . . .
∂̄−→ ∧0,n . (4.22)
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The space ∧0,n, for example, is spanned by forms proportional to dz̄1∧ · · · ∧dz̄n. We

will focus our attention on the first operator ∧0,0 ∂̄−→ ∧0,1 defined as in (4.21), though

this necessitates some consideration of the next operator ∧0,1 ∂̄−→ ∧0,2.

For a (0, 1)-form g, we write g = g1dz̄1 + . . .+ gndz̄n. Then

∂̄g = 0 ⇔ ∂z̄jgk̄ = ∂z̄kgj̄ for all j, k. (4.23)

Finally, it is straightforward to show that since the second partial derivatives com-

mute we have

∂̄2 = 0 . (4.24)

We are now ready to state the ∂̄-problem (in the lowest degree case): Given a

(0, 1)-form g satisfying the obvious necessary condition (4.23), can we solve ∂̄f = g?

A sharper question is: can we find a solution operator? Alternatively, can we

“solve with estimates”? The last class of problems has for a long time been one of

the most active areas of research in several complex variables, tracing its roots back

to the work of Kohn, Hörmander and others in the 1960s. Being able to “solve with

estimates” is very useful. Suppose that we are trying to construct a holomorphic

function F (or some other “holomorphic” object) with certain desired properties,

and we know that we can construct such a function that is smooth and close to

being holomorphic (in an appropriate sense). Then we can take our approximately

holomorphic function Fapprox and set g = ∂̄Fapprox, which measures the failure of

our approximate solution to be holomorphic and should be “small” (and will satisfy

∂̄g = 0 since ∂̄2 = 0). Then, if we are able to solve the ∂̄-problem with estimates,

this gives a solution f to ∂̄f = g with f “small” (in some norm it should be bounded

by some other norm of g, which is small). In particular, the smallness of f should

force f to be different from, and relatively small compared to Fapprox (both solve the

∂̄-equation with g as the right-hand side, but remember that the space of solutions

to this equation is very large since holomorphic functions lie in the kernel of ∂̄); this

is done by choosing appropriate function spaces/norms. Our desired holomorphic

function F is then Fapprox − f , and the “smallness” of f ensures that F retains the

desired characteristics that Fapprox had by construction.

As a simple example of this (where the only “estimates” we need are the local

boundedness of the solution f) suppose that we are supposed to find a meromorphic

function F on C with prescribed poles at a finite number of points p1, . . . , pm and

with F having prescribed principal part of its Laurent expansion (the part involving

negative powers) at each of these poles. Picking discs ∆r1(p1), . . . ,∆rm(pm) around

these points whose closures are disjoint, we may define Fapprox in each punctured disc

∆rj(pj)\{pj} to be equal to the polynomial in 1
z−pj

that is prescribed as the principal

part of the Laurent expansion of F . We may then smoothly extend Fapprox to all of C
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with compact support (meaning that Fapprox is zero outside of a large enough ball).

make Fapprox equal to the

prescribed Laurent expansion
around each of the sings.

×

× ×

(4.25)

Note that g = ∂̄Fapprox will be zero inside each of the punctured discs, and hence

can be extended by zero across the points p1, . . . , pm so as to be defined on all of C.
Thus, we have a compactly supported smooth (0, 1)-form g (that trivially satisfies

∂̄g = 0) and if we know that there is a locally bounded solution f to ∂̄f = g, then

F = Fapprox−f will be holomorphic on C\{p1, . . . , pm} and (due to the boundedness

of f near each point pj) will have the prescribed prescribed polynomial in 1
z−pj

as the

principle part of its Laurent expansion at each of the pj. We will see in the discussion

that follows how to find such a function f .

4.4 The generalized Cauchy integral formula

Before we get into the ∂̄-problem, let us state a more general version of Cauchy’s

formula using Stokes’ theorem (really, Green’s theorem). This version is called the

Cauchy–Pompeiu integral formula. We only need the theorem for smooth functions,

but, as it is often applied in less regular contexts and is just an application of Stokes’

theorem, let us state it more generally. In applications, the boundary is often only

piecewise smooth, and again that is all we need for Stokes.

Theorem 4.3 In one complex variable, we have the Cauchy–Pompeiu formula:

f(z) =
1

2πi

∫
∂U

f(ζ)

ζ − z
dζ +

1

2πi

∫
U

∂f
∂ζ̄
(ζ)

ζ − z
dζ ∧ dζ̄︸ ︷︷ ︸
−2idx∧dy

. (4.26)

for z ∈ U with piecewise C1 boundary ∂U and f : Ū → C continuous with bounded

partial derivatives in U .

The proof involves excising a small disk ∆r(z) from U and applying Stokes’ theorem

on U \∆r(z).

U
∆r(z)z (4.27)
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The basic idea for several complex variables is to recycle the above 1D problem

but also use ∂̄g = 0, which means that the derivatives are not independent of each

other and hence allows us to tie different 1D problems together.

4.5 Compactly supported ∂̄-problem

Let us now consider U = Cn with n ⩾ 2. Most of what we say below will also work

for n = 1.

Theorem 4.4 Suppose g is a (0, 1)-form on Cn with n ⩾ 2, which is smooth, com-

pactly supported, and satisfies the integrability condition ∂̄g = 0 (∂z̄jgk = ∂z̄kgj for

all j, k) on Cn. Then there exists a unique compactly supported smooth function

ψ : Cn → C such that

∂̄ψ = g , (4.28)

i.e., ∂ψ/∂z̄j = gj for all j = 1, 2, . . . , n.

Proof : We are motivated by the Cauchy–Pompeiu formula with g1 replaced by

∂ψ/∂z̄1 and U a “large” ball. We will define ψ by

ψ(z) =
1

2πi

∫
C

g1(ζ, z2, . . . , zn)

ζ − z1
dζ ∧ dζ̄ . (4.29)

The aim is to differentiate the above formula and check that it satisfies (4.28). The

non-trivial task is going to be to establish that the result is compactly supported.

We first change the variables ζ 7→ ζ + z1, which give

ψ(z) =
1

2πi

∫
C

g1(ζ + z1, z2, . . . , zn)

ζ
dζ ∧ dζ̄ . (4.30)

This eliminates z1 from the denominator, so we can take the derivative ∂/∂z̄k under

the integral. Hence

∂ψ

∂z̄k
(z) =

1

2πi

∫
C

∂g1
∂z̄k

(ζ + z1, z2, . . . , zn)

ζ
dζ ∧ dζ̄ . (4.31)

On the other hand, the Cauchy–Pompeiu formula applied to gk (on |z| ⩽ R for

large R) gives

gk(z) =
1

2πi

∫
C

∂gk
∂z̄1

(ζ, z2, . . . , zn)

ζ − z1
dζ ∧ dζ̄ . (4.32)

We can now use the integrability condition ∂g1/∂z̄k = ∂gk/∂z̄1 to write

∂ψ

∂z̄k
(z) =

1

2πi

∫
C

∂gk
∂z̄1

(ζ + z1, z2, . . . , zn)

ζ
dζ ∧ dζ̄ . (4.33)
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Finally, making the change of variables ζ 7→ ζ − z1, we find

∂ψ

∂z̄k
(z) =

1

2πi

∫
C

∂gk
∂z̄1

(ζ, z2, . . . , zn)

ζ − z1
dζ ∧ dζ̄ = gk(z) , (4.34)

by the previous formula (4.31).

So far, the proof works for n ⩾ 1. It remains to establish that ψ has a compact

support, which requires n ⩾ 2. Consider the picture:

z2, . . . , zn

z2, . . . , zn large so ψ = 0

z2, . . . , zn large so ψ = 0

∂̄ψ = 0

∂̄ψ = 0

∂̄ψ = 0

g ̸= 0

z1

(4.35)

From the formula for ψ, ψ ≡ 0 in the regions where at least one of z2, . . . , zn is large.

However, by the identity theorem, this forces ψ ≡ 0 in the unbounded component of

Cn \ supp(g). Thus, ψ has compact support. □

4.6 The general Hartogs phenomenon

We can now prove the general Hartogs phenomenon as an application of the solution

of the compactly supported inhomogeneous ∂̄-problem. We proved special versions

of this phenomenon using Hartogs figures before.

Theorem 4.5 (Hartogs phenomenon) Let U ⊆ Cn be a domain with n ⩾ 2, and

let K ⊆ U be a relatively compact subset of U such that U \K is connected.

UK
(4.36)

Then every holomorphic function f ∈ O(U \K) extends holomorphically to all of U .
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The idea behind the proof is as follows. First, extend f ∈ O(U \K) smoothly to

get the (not necessarily holomorphic) function f̃ on U , with ∂̄f̃ supported in K (one

may need to enlarge K slightly here if it is not a nice set with smooth boundary as

in the picture, but this is not a problem). Then, solve ∂̄ψ = ∂̄f̃ with ψ compactly

supported in K. Finally, set f = f̃ − ψ on U .

We can finally add yet another equivalence statement to the list in Thm. 4.2:

(iv) The ∂̄-problem (∂̄f = g) is solvable on (0, q)-forms for 1 ⩽ q ⩽ n− 1.

This discussion illustrates the general idea of how one uses the solvability of the ∂̄-

problem. There are a whole myriad of other setups where we can solve the ∂̄-problem.

For example, it is solvable on polydiscs, balls, and more generally on domains of

holomorphy, and so in these cases one is naturally lead to ask about “solvability

with estimates” (the classic references are [12, 15], more recent references include

[16–18]). Solvability of the ∂̄-problem also plays a key role in complex geometry; see,

e.g., [19]. However, for the purposes of these lectures, we will stop here.
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