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Observe that in the previous slide and in this example $\Lambda$ is a set and not a collection, so the linear forms cannot repeat.
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We construct, say, $p$ distinct lines $L_{1}, \ldots, L_{p}$, and for $k \in\{1, \ldots, p\}$, if each line $L_{k}$ has $r_{k}+1 \geq 2$ points of $V$ on it, then it is considered $r_{k} \geq 1$ times.
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$$
\Lambda=(x, x, x-z, x-y, y, x+y-z, y-z, 2 x+y-2 z, x+y-2 z)
$$

Dually, $G=\left[\begin{array}{rrrrrrrrr}1 & 1 & 1 & 1 & 0 & 1 & 0 & 2 & 1 \\ 0 & 0 & 0 & -1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & -1 & 0 & 0 & -1 & -1 & -2 & -2\end{array}\right]$, is
generating matrix of a linear code with minimum distance $d=9-4=5$.

Example 3 (continued).

Example 3 (continued).
There are 5 projective codewords of minimum weight $d$.

$$
\begin{aligned}
& {\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right] G=\left[\begin{array}{lllllllll}
0 & 0 & -1 & 0 & 0 & -1 & -1 & -2 & -2
\end{array}\right]} \\
& {\left[\begin{array}{lll}
0 & 1 & 1
\end{array}\right] G=\left[\begin{array}{lllllllll}
0 & 0 & -1 & -1 & 1 & 0 & 0 & -1 & -1
\end{array}\right]} \\
& {\left[\begin{array}{lll}
0 & 2 & 1
\end{array}\right] G=\left[\begin{array}{lllllllll}
0 & 0 & -1 & -2 & 2 & 1 & 1 & 0 & 0
\end{array}\right]} \\
& {\left[\begin{array}{lll}
1 & 0 & 1
\end{array}\right] G=\left[\begin{array}{lllllllll}
1 & 1 & 0 & 1 & 0 & 0 & -1 & 0 & -1
\end{array}\right]} \\
& {\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right] G=\left[\begin{array}{lllllllll}
1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0
\end{array}\right] \text {. }}
\end{aligned}
$$
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- The arithmetic rank of any $\mathcal{V}_{a}(\Lambda)$, where $\wedge$ consists of $n$ linear forms, is $\leq n-a+1$.
- If $V=V_{1} \cup \cdots \cup V_{m}$ is essential subspace arrangement of $m$ irreducible components with $\operatorname{codim}\left(V_{i}\right)=c_{i}, i \in\{1, \ldots, m\}$, then

$$
\operatorname{ara}(V) \leq 1+\sum_{i=1}^{m}\left(c_{i}-1\right)
$$

Kimura-Terai-Yoshida (J. Alg. Comb., 2009) obtained in a different fashion the same result. Also there are examples, where the bound is attained.

THANK YOU!

