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Partition $\mathcal{P}$ of an octagonal domain $\subset \mathbb{R}^{2}$
Graph of the ZwartPowell element: a spline in $C_{2}^{1}(\mathcal{P})$
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## Splines in One Dimension

$I=$ subdivision of a connected interval into subintervals, with $e$ edges, $v$ vertices, $v^{0}$ interior vertices


Subdivision with $v=5, e=4, v^{0}=3$
Low degree splines are used in Calc 1 to approximate integrals. $C_{2}^{0}(I)=$ continuous piecewise quadratic functions:


Simpson's Rule!
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Splines are used extensively in:

- Aerospace engineering - airfoil design (Boeing)
- Computer aided geometric design (CAGD). Ever use bezier curves on a drawing program? Those are splines!
- Approximating solutions to partial differential equations (finite element method)
- pure mathematics (equivariant cohomology)
- ... the list goes on
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## Univariate Piecewise Linear Functions

The PL functions $C_{1}^{0}(I)$ in one variable are easy!
PL function determined uniquely by its value on the vertices of the subdivision (two points determine a line).
$C_{1}^{0}(I)$ has the structure of a real vector space: if $F, G \in C_{1}^{0}(I)$ then so is $a F+b G$.

1. $a F+b G$ is piecewise linear - sum of linear functions is linear
2. $a F+b G$ is continuous - sum of continuous functions is continuous

Basis for $C_{1}^{0}(I)$ : 'Courant functions' or 'tent functions' which are 1 at a chosen vertex and 0 at all others.
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There are nice algorithms due to Casteljau and de Boor to compute bases of $C_{d}^{r}(I)$ called $\mathbf{B}$-splines.
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A triangulation $\Delta$ with $v=8, e=15, f=8, v^{0}=2$, and $e^{0}=9$
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Just as in the 1D case, $C_{1}^{0}(\Delta)$ is a vector space. Again, a basis for $C_{1}^{0}(\Delta)$ is given by the 'Courant functions' which are 1 at a chosen vertex and 0 on all other vertices.
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This gives an isomorphism $C_{1}^{0}(\Delta) \cong \mathbb{R}^{v}$, so $\operatorname{dim} C_{1}^{0}(\Delta)=v$. This dimension formula extends to higher degrees:

$$
\operatorname{dim} C_{d}^{0}(\Delta)=f \frac{(d+2)(d+1)}{2}-e^{0}(d+1)+v^{0}
$$

Plugging in $d=0$ gives 1 , plugging in $d=1$ gives $v$. (this takes a little work)
There is no reference to the geometry of $\Delta$ ! All that matters is the number of faces, edges, and vertices.
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- A nontrivial PL function is one which restricts to at least two different polynomials on different faces.
- There is one nontrivial PL function on $\mathcal{P}_{1}$, whose graph is an Egyptian pyramid after some evil villain chops off the top:
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The nontrivial PL function is a 'deformed cube'
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We get a nontrivial PL function which is a 'deformed' version of the truncated cube
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Note: Arrows represent force, not movement
Between vertices $p_{i}, p_{j}$ (thought of as vectors), represent tension or compression as a scalar $\omega_{i j}$.

- Force is $\omega_{i j}\left(p_{j}-p_{i}\right)$ at $p_{i} \vee \omega_{i j}<0 \Longrightarrow$ tension
- Force is $\omega_{i j}\left(p_{i}-p_{j}\right)$ at $p_{j} \vee \omega_{i j}>0 \Longrightarrow$ compression
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By the way, what could this mean physically?

A nontrivial self-stress on $\mathcal{P}_{1}$
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Restrict to faces adjacent to the edge $e^{\prime}$
Take normals
$(z$-component $=1)$


Translate normals to ( $0,0,-1$ )
Connect normal tips
$\omega_{e^{\prime}}=-\frac{4}{4}=-1$
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## Summary

- Trivial PL functions (same linear function on every face) $\leftrightarrow$ trivial stress (0 on all edges)
- Nontrivial piecewise linear functions $\leftrightarrow$ nontrivial stresses
- This correspondence is unique, up to adding trivial PL functions on the left hand side.
- A framework which only has the trivial stress is called independent.

$\mathcal{P}_{1}$ is not independent

$\mathcal{P}_{2}$ is independent

Fact: If the domain is not simply connected, the above correspondence breaks down!
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- $C^{0}(\widehat{\mathcal{P}})$ is graded (every spline can be written as a sum of splines of uniform degree)
- $C_{d}^{0}(\mathcal{P})$ 'sits inside' $C^{r}(\widehat{\mathcal{P}})$ as the degree $d$ 'slice.'
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Why is this a useful perspective?

- Graded modules over polynomial rings are a central object of study in commutative algebra and algebraic geometry.
- Loosely, these subjects formalize 'doing linear algebra with polynomials.'
- Thanks to insights of Billera, we can use tools from homological algebra and algebraic topology.
- Homological algebra is as an algebraic formalization of the 'inclusion-exclusion' principle.
- Algebraic topology detects 'holes'
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## Consequences of Algebraic Perspective

Here are a few things that can be done:

- Calculating $\operatorname{dim} C_{d}^{r}(\mathcal{P})$ is equivalent to computing the Hilbert function of $C^{r}(\widehat{\mathcal{P}})$. There are standard approaches to this problem in computational commutative algebra, and efficient algorithms.
- Relation between PL functions and self-stresses generalizes to a correspondence between splines and syzygies, and dependence of this correspondence on $\mathcal{P}$ being simply connected is completely clarified (thanks to Billera).
- Via some homological algebra, $\operatorname{dim} C_{1}^{0}(\mathcal{P})$ has consequences for freeness of $C^{0}(\widehat{\mathcal{P}})$ as an $\mathbb{R}[x, y, z]$-module. This in turn impacts how easy it is to calculate $\operatorname{dim} C_{d}^{0}(\mathcal{P})$ for $d \geq 1$.

THANK YOU!

