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Abstract

It is known that some periodic solutions of the complex KdV equation with smooth initial data blow up in
finite time. In this paper, we investigate the effect of dissipation on the regularity of solutions of the complex KdV
equation. It is shown here that if the initial datum is comparable to the dissipation coefficient in theL2-norm, then
the corresponding solution does not develop any finite-time singularity. The solution actually decays exponentially
in time and becomes real analytic as time elapses. Numerical simulations are also performed to provide detailed
information on the behavior of solutions in different parameter ranges.
© 2005 IMACS. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Consider the complex KdV equation with a periodic boundary condition

ut + 2uux + δuxxx = 0, u(x, t) = u(x+ 1, t), (1.1)

whereδ > 0 is a parameter andu = u(x, t) is complex-valued. It is known that there exists a smooth
initial datumu0 such that the solution of the initial-value problem (IVP) of(1.1)with

u(x,0) = u0(x) (1.2)
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blows up in a finite time. In fact, a class of elliptic solutions represented by the Weierstrassp-function
develop finite-time singularities[1,2]. Numerical computations of[6] also indicate finite-time singularities
for a special series-type solution.

It is worth pointing out that the complex KdV equation is much more sophisticated than its real
counterpart. For the real KdV equation, the hierarchy of infinite conservation laws provides global in
time bounds for its solutions in any Sobolev spaceHk with k ≥ 0 [5]. Thus, no finite-time singularity is
possible and the real KdV equation is well-posed. In contrast, the complex KdV equation is equivalent to
a system of two nonlinearly coupled equations and the conservation laws no longer allow the deduction
of global bounds. In fact, we do not know if a solution of the IVP(1.1) and (1.2)has a finiteL2-norm for
all time even if it is initially inL2. This is precisely where the problem arises.

In this paper, we conduct a theoretical and numerical study to investigate the effects of dissipation on
the regularity of solutions of the complex KdV equation. More precisely, we examine solutions of the
dissipative complex KdV equation of the form

ut + 2uux + δuxxx + ν(−∆)αu = 0, u(x, t) = u(x+ 1, t), (1.3)

whereν > 0 and (−∆)α is a Fourier multiplier operator, namely for eachl ∈ Z

(̂−∆)αu(l) = |2πl|2αû(l),

where the Fourier transform ˆu is defined by

û(l, t) =
∫ 1

0
e−i2πxl u(x, t) dx,

andu can be recovered from ˆu through the inverse transform, namely

u(x, t) =
∞∑

l=−∞
ei2πlxû(l, t).

Whenα = 1, the dissipation becomes the Burgers term−νuxx.
It was shown in a previous work[6] that theL2-norm of any solution of the complex KdV–Burgers

equation dominates its norms inHk for anyk ≥ 1. Therefore, any solutionuof the complex KdV–Burgers
equation withu0 ∈ Hk remains inHk as long as itsL2-norm remains bounded. This result suggests that
attention be focused on theL2-norm. In this paper, we prove rigorously that ifν and the initial datumu0

satisfy for some constantC

ν ≥ C‖u0‖L2, (1.4)

then theL2-norm of the solution of(1.3)with u(x,0) = u0(x) is bounded uniformly for all time. When
(1.4)holds, the solution decays exponentially in time and becomes real analytic for large time.

Systematic numerical computations are also performed on the complex KdV–Burgers equation to
provide detailed information on the behavior of its solutions in different parameter ranges. The numerical
results are consistent with our theory.
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2. Global existence result

The goal of this section is to prove a global existence and uniqueness result for the IVP of the complex
KdV–Burgers type equation

ut + 2uux + δuxxx + ν(−∆)αu = 0, u(x, t) = u(x+ 1, t), u(x,0) = u0(x). (2.1)

The initial datumu0 is periodic, square integrable and has mean zero, namely

∫ 1

0
u0(x) dx = 0.

Theorem 2.1. Let δ ≥ 0, ν > 0 andα ≥ 1.Assume thatu0 is inHs with s ≥ 1, periodic and has mean
zero. Assume thatν andu0 further satisfy

ν > Cα‖u0‖L2, (2.2)

whereCα = 21−α/πα−1/2. Then the IVP(2.1)has a unique global solution u satisfying

u ∈ L∞([0,∞);Hs) ∩ L2([0,∞);Hα+s).

Remark. Note that the condition(2.2) does not depend onδ. Thus, this theorem also holds for the case
δ = 0, namely the complex Burgers equation.

Proof. The tool is the Galerkin approximation[4]. Let N ≥ 1 and |l| ≤ N. Consider the sequence
{ûN(l, t)} solving the equations

d

dt
ûN(l, t) = −ν|2πl|2αûN(l, t) + iδ(2πl)3ûN(l, t) − 4πi

∑
l1+l2=l

ûN(l1, t)l2ûN(l2, t) (2.3)

with the initial condition

ûN(l,0) = û0N(l), |l| ≤ N,

where the sum in(2.3)is restricted to|l1| ≤ N and|l2| ≤ N. This is a finite system of ordinary differential
equations (ODE) for ˆuN(l, t). Since the right-hand side of(2.3)is a locally Lipschitz function of ˆuN(l, t),
the basic ODE theory asserts that there exists aT > 0 such that there is a unique continuous function
ûN(l, t) on [0, T ] solving (2.3).

To establish global existence for ˆuN(l, t), we now show that ˆuN(l, t) is bounded uniformly. Dotting
(2.3)with ûN(l, t)∗, summing overl and adding the complex conjugate, we obtain

d

dt

∑
l

|ûN(l, t)|2 + 2ν
∑
l

|2πl|2α|ûN(l, t)|2 = K

with

K = −8πiR
∑
l

ûN(l, t)∗
∑
l1+l2=l

ûN(l1, t)l2ûN(l2, t),
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whereR denotes the real part. Now define the periodic, mean zero functionuN(x, t) by its Fourier
transformûN(l, t),

uN(x, t) =
∑
|l|≤N

ei2πlx ûN(l, t). (2.4)

ThenK can be written as

K = −4R
∫ 1

0
uN(x, t)∗(uN(x, t)uNx (x, t)) dx.

Integrating by parts yields

K = −4
∫ 1

0
|uN(x, t)|2RuNx (x, t) dx = −4

∫ 1

0
((RuN)2 + (IuN)2)(RuN)x dx

= −4
∫

(IuN)2(RuN)x dx.

By the Schwarz inequality and the estimate that‖f‖2
L∞ ≤ 2‖f‖L2 ‖fx‖L2 for anyf with mean zero,

|K| ≤ 4‖IuN‖L∞ ‖IuN‖L2‖(RuN)x‖L2 ≤ 4
√

2‖IuN‖3/2
L2 ‖(IuN)x‖1/2

L2 ‖(RuN)x‖L2.

Because ˆuN(0, t) = 0, the Poincaŕe inequality implies that

‖IuN‖L2 ≤ 1

2π
‖(IuN)x‖L2.

Therefore,

|K| ≤ 4√
π

‖IuN‖L2 ‖(IuN)x‖L2 ‖(RuN)x‖L2 ≤ 2√
π

‖IuN‖L2 ‖uNx ‖2
L2.

Identifying

‖uN(·, t)‖2
L2 =

∑
l

|ûN(l, t)|2 and ‖(−∆)α/2uN‖2
L2 =

∑
l

|2πl|2α|ûN(l, t)|2,

we obtain

d

dt
‖uN(·, t)‖2

L2 + 2ν ‖(−∆)α/2uN‖2
L2 ≤ 2√

π
‖IuN‖L2 ‖uNx ‖2

L2. (2.5)

Applying Poincaŕe’s inequality

‖uNx ‖2
L2 ≤ 1

(2π)α−1
‖(−∆)α/2uN‖2

L2, (2.6)
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(2.5)can then be written as

d

dt
‖uN(·, t)‖2

L2 ≤ −2(ν − Cα||Iu‖L2) ‖(−∆)α/2uN‖2
L2, (2.7)

whereCα = 21−α/πα−1/2. Whenu0 satisfies(2.2), then

ν > Cα ‖Iu0‖L2,

and(2.7) implies that‖uN(·, t)‖L2 decreases ast grows. Thus,

‖uN(·, t)‖L2 ≤ ‖uN0 ‖L2 ≤ ‖u0‖L2.

That is,‖uN‖L2 is bounded uniformly int and in the order of the approximationN.
In addition, the following inequality holds

∫ t

0
‖(−∆)α/2uN(·, τ)‖2

L2 dτ ≤ C0, (2.8)

whereC0 is a constant depending onα andν only. Thus, for anyt > 0, there is a subsequenceuNj and
aL2 functionu(x, t) such thatuNj converges weakly tou(x, t). It is easily verified thatu(x, t) is a weak
solution of(2.1), namelyu(x, t) satisfies(2.1) in the distributional sense.

We now show thatu(x, t) actually satisfies(2.1) in the classical sense. The first step is to boundux.
Recall thatuN defined in(2.4)satisfies

∂tu
N + 2PN(uN · uNx ) + δuNxxx + ν(−∆)αuNxx = 0, uN(x,0) = uN0 (x), (2.9)

wherePN denotes the projection onto the space spanned by the modes{ei2πlx}|l|≤N . Now, differentiate
(2.9)and take theL2-norm,

d

dt
‖uNx ‖2

L2 + 2ν‖(−∆)α/2uNx ‖2
L2 = 2

∫
ūNx |uNx |2 dx− 4

∫
uNx ū

N
xxIu

N
x dx. (2.10)

For notational convenience, we label the terms on the right-hand side as I and II. Applying the Poincaré
inequality

‖uNxx‖L2 ≤ 1

(2π)α−1
‖(−∆)α/2uNx ‖L2,

we obtain

|I| ≤ 2‖uNx ‖3
L3 ≤ 2

√
2‖uNx ‖5/2

L2 ‖uNxx‖1/2
L2 ≤ C1‖uNx ‖5/2

L2 ‖(−∆)α/2uNx ‖1/2
L2 ,

whereC1 = 2
√

2/(2π)α−1. By Young’s inequality,

|I| ≤ ν

2
‖(−∆)α/2uNx ‖2

L2 + C2‖uNx ‖10/3
L2 , (2.11)



594 J. Wu, J.M. Yuan / Mathematics and Computers in Simulation 69 (2005) 589–599

whereC2 is a constant depending onα andν only.

|II | ≤ 4
√

2‖uN‖1/2
L2 ‖uNx ‖3/2

L2 ‖uNxx‖L2 ≤ ν

2
‖(−∆)α/2uNx ‖2

L2 + C3‖uN‖L2 ‖uNx ‖3
L2, (2.12)

Inserting the estimates(2.11) and (2.12)in (2.10), we obtain

d

dt
‖uNx ‖2

L2 + ν‖(−∆)α/2uNx ‖2
L2 ≤ C2 ‖uNx ‖10/3

L2 + C3‖uN‖L2‖uNx ‖3
L2,

which, in particular, implies that

d

dt
‖uNx ‖L2 ≤ C4‖uNx ‖7/3

L2 + C5‖uN‖L2 ‖uNx ‖2
L2.

Integrating with respect tot and noticing(2.6) and (2.8), we obtain for anyt > 0

sup
τ≤t

‖uNx (·, τ)‖L2 ≤ ‖uN0x‖L2 + C6 sup
τ≤t

‖uNx (·, τ)‖1/3
L2 + C7.

This inequality allows us to conclude that

‖uNx (·, t)‖L2 ≤ C8,

whereC8 is a constant depending onα, ν and‖u0x‖L2 only. Thus, we conclude thatu, the limit of uN ,
must also has square integrable derivatives at any timet.

The boundedness for the general norm‖u‖Hs can be proved by iteration. We omit the details. �

Global solutions inTheorem 2.1actually decay exponentially in time.

Theorem 2.2. Letδ ≥ 0, ν > 0 andα ≥ 1.Assume thatu0 ∈ Hs (s ≥ 1) is periodic and has mean zero.
If u0 further satisfies

ν > Cα ‖u0‖L2,

then the corresponding solution u of(2.1)decay exponentially inL2

‖u(·, t)‖L2 ≤ e−C̃t ‖u0‖L2 (2.13)

for all t ≥ 0,whereC̃ = (2π)α(ν − Cα‖Iu0‖L2). In addition, there exist a timet0 and a constant̄C such
that for anyt ≥ t0,

‖ux(·, t)‖L2 ≤ e−C̄t ‖u0x‖L2. (2.14)

Proof. Combining(2.5)with (2.6)and lettingN → ∞, we find thatu satisfies

d

dt
‖u(·, t)‖2

L2 + 2ν‖(−∆)α/2u‖2
L2 ≤ 2Cα‖Iu‖L2 ‖(−∆)α/2u‖2

L2.
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Applying Poincaŕe’s inequality yields

d

dt
‖u(·, t)‖2

L2 + 2C̃ ‖u(·, t)‖2
L2 ≤ d

dt
‖u(·, t)‖2

L2

+ 2(ν − Cα ‖Iu0‖L2) ‖(−∆)α/2u‖2
L2 ≤ 0,

which immediately implies the inequality in(2.13).
To show(2.14), we recall that there exists a constantC9 depending onα, ν and‖u0x‖L2 only such that

‖ux(·, t)‖L2 ≤ C9 and
∫ t

0
‖uxx(·, τ)‖2

L2 dτ ≤ C9.

Sinceu satisfies(2.1), ux obeys

d

dt
‖ux(·, t)‖2

L2 + 2ν‖(−∆)α/2ux‖2
L2 = 2

∫
ūx|ux|2 dx− 4

∫
uxūxxIux dx.

To bound the termsJ1 andJ2 on the right-hand side, we use the Gagliardo–Nirenberg type inequalities
followed by Poincaŕe’s inequality

J1 ≤ 2‖ux‖3
L3 ≤ C10‖u‖5/4

L2 ‖uxx‖7/4
L2 ≤ C11 ‖u‖L2 ‖uxx‖2

L2,

J2 ≤ 4‖uxx‖L2‖ux‖2
L4 ≤ C12‖uxx‖L2 ‖u‖1/2

L2 ‖ux‖1/2
L2 ‖uxx‖L2

= C12 ‖u‖1/2
L2 ‖ux‖1/2

L2 ‖uxx‖2
L2 ≤ C13 ‖u‖1/2

L2 ‖uxx‖2
L2.

We thus have established that

d

dt
‖ux(·, t)‖2

L2 + 2ν

(2π)α/2
‖uxx‖2

L2 ≤ C14(‖u‖L2 + ‖u‖1/2
L2 )‖uxx‖2

L2.

Since‖u(·, t)‖L2 decays exponentially int, we can chooset0 such that for anyt ≥ t0,

2ν

(2π)α/2
− C14(‖u(·, t)‖L2 + ‖u(·, t)‖1/2

L2 ) > 0. (2.15)

Therefore, fort ≥ t0,

d

dt
‖ux(·, t)‖2

L2 + C̄ ‖uxx(·, t)‖2
L2 ≤ 0,

whereC̄ denotes the quantity on the left-hand side of(2.15). This inequality then leads to(2.14). �
The following theorem further asserts that the global solutions become analytic as time elapses. For the

sake of a concise presentation, we focus on the caseα = 1, namely the complex KdV–Burgers equation.

Theorem 2.3. Let δ ≥ 0, ν > 0 andα = 1. Let u0 ∈ Hs(s ≥ 1) be periodic of period1 and have mean
zero. Assume thatu0 satisfies

ν > Cα ‖u0‖L2.
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Then there existst0 > 0 such that the solution u of(2.1) is real analytic fort ≥ t0.More precisely, u can
be expanded into the complex plane such that the extensionu(z, t) is analytic in

St ≡ {z = x+ iy : x ∈ [0,1], y ∈ [−ν(t − t0), ν(t − t0)]}. (2.16)

Proof. According toTheorem 2.2, there existst0 > 0 such that‖ux(·, t)‖L2 decays exponentially int for
t ≥ t0. Because

∑
l �=0

|û(l, t)| ≤

∑
l �=0

|l|−2




1/2 
∑
l �=0

|l|2|û(l, t)|2



1/2

= C‖ux(·, t)‖2
L2,

there exists a time (still denotedt0) such that∑
l �=0

|û(l, t)| ≤ ν. (2.17)

Now, consider the functions

Y (t) =
∑
l �=0

|û(l, t)| eνπ|l|(t−t0), Z(t) =
∑
l �=0

|l| |û(l, t)| eνπ|l|(t−t0).

Noticing thatû(l, t) satisfies the equation

d

dt
û(l, t) = −ν|2πl|û(l, t) + iδ(2πl)3û(l, t) − 4πi

∑
l1+l2=l

û(l1, t)l2û(l2, t),

we obtain after some manipulations thatYandZ satisfies

dY (t)

dt
+ Z(t)(ν − Y (t)) ≤ 0.

Because of(2.17), namelyY (t0) ≤ ν, this equation then implies thatY(t) is a non-increasing function of
t for t ≥ t0. We thus conclude that for anyt ≥ t0

Y (t) =
∑
l �=0

|û(l, t)| eνπ|l|(t−t0) ≤ ν.

That is, u(z, t), the extension ofu(x, t) to the complex plane, is analytic in the setSt defined in
(2.16). �

3. Numerical results

In this section, we present several representative results from our numerical experiments performed on
the complex KdV–Burgers equation, namely(2.1)with α = 1 andδ = 1/4π2. The initial data are of the
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Fig. 1. a = 8, ν = 1, n = 1024 andk = 10−8.

form

u0(x) = a e2πix.

We have used the spectral method with an FFT algorithm designed for a real KdV equation[3]. Appropriate
modifications have been made to suit the complex equation. The numerical results are consistent with
our theory. We computed the solutions for a range ofa’s andν’s. When the condition(2.2) is satisfied,
the corresponding solutions decay exponentially. However, ifν is sufficiently small, then the solutions
appear to blow up.

Table 1
a vs.νc (n = 1024 andk = 10−8)

a νc

6 0.095
8 0.225

10 0.375
12.6 0.55
13.75 0.65
15 0.75
16.25 0.85
17.5 0.925
18.75 1.05
20 1.125
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Fig. 2. a = 8, ν = 0.2, n = 1024 andk = 10−8. The solid curves represent the real partf and the dashed curves represent the
imaginary partg.

Fig. 3. a vs.νc (n = 1024 andk = 10−8). The line isνc = −0.368+ 0.0746a.
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In Fig. 1, a = 8, ν = 1, n = 1024 andk = 10−8, wheren represents the number of modes andk
the time step. The plots clearly indicate that theL2-norms ofu, its real partf and imaginary part
g all decay exponentially in time from the beginning. The exponential decay ofu is asserted in
Theorem 2.2.

In Fig. 2, a = 8, ν = 0.2, n = 1024 andk = 10−8. Obviously, ν � Cαa. That is, the condition
(2.2) in Theorem 2.1is violated. Both the real partf and the imaginary partg quickly lose shapes
and increase very rapidly. Att = 0.02, the numerical instability kicks in andf andg appear to blow
up. This computation was then repeated usingn = 2048 and the same behavior off andg occurred
again.

For a ranging from 6 to 20, we computed the corresponding solutions associated with a range ofν.
Our purpose has been to find the criticalνc = νc(a) such that the solutions appear to blow up forν < νc

and the solutions are bounded forν ≥ νc. The results are given inTable 1. To see howνc depends on the
correspondinga, Table 1is plotted inFig. 3. It is clear thatνc anda, theL2-norm of the initial data are
linearly related.
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