DIFFERENTIAL OPERATORS ON HOMOGENEOUS SPACES

L. BARCHINI AND R. ZIERAU

ABSTRACT. These are notes for lectures given at the ICE-EM Australian Graduate School in Mathematics in Brisbane, July 2-20, 2007.

INTRODUCTION

The real flag manifolds are an interesting family of smooth manifolds. Among the real flag manifolds are the spheres, projective spaces and Grassmannians. Each is a compact homogeneous space $G/P$ for reductive Lie group $G$; see Lecture 3 for a definition. There are (at least) two reasons the real flag manifolds are particularly important. One is that they are flat models for certain geometries, such as conformal geometry and contact geometry. Another is that in representation theory the standard representations of a reductive Lie group occur as spaces of sections of homogeneous vector bundles over $G/P$. In both situations differential operators between sections of bundles over $G/P$ play an important role; typically systems of such operators will have some $G$--equivariance properties. The goal of these lectures is to give some methods for constructing and studying interesting (families) of differential operators.

The course begins with four lectures on the structure of reductive Lie groups and Lie algebras, and their finite dimensional representations. It is assumed that the student has had an introductory course on Lie groups and understands the basics of manifold theory. The classical groups, such as $GL(n, \mathbb{R})$ and $SO(p, q)$, are examples of reductive Lie groups. Using some linear algebra, much of the structure theory presented is easily understood for these groups. In fact students may wish to focus entirely on the group $GL(n, \mathbb{R})$ (except in Lectures 13 and 14).

Lectures 5-7 discuss homogeneous vector bundles over homogeneous spaces, and differential operators between sections of homogeneous bundles. Here the group $G$ is arbitrary. Typically an interesting space of differential operators will be expressed in terms of the enveloping algebra, where certain questions about differential operators are transformed into questions in algebra.

The remaining lectures are about differential operators between spaces of sections of homogeneous vector bundles over real flag manifolds. There are two important points which are made. One is that there are explicit correspondences between (a)
G-invariant differential operators (on homogeneous bundles), (b) homomorphisms between Verma modules, and (c) conformally invariant systems of differential operators (as defined in Lecture 8). The second is that the existence of G-invariant differential operators (and therefore the existence of homomorphisms of Verma modules and of conformally invariant systems) is somewhat special, occurring only for certain bundles. Thus, constructing G-invariant differential operators is a nontrivial problem. The lectures show invariant theory is useful in this construction.

Lectures 8 and 11 contain the definition of conformally invariant systems as well as some of the theory relating these systems to the notions of G-invariant differential operators and Verma modules. Lectures 10 and 12 work out examples of conformally invariant systems when P is of abelian type, i.e., when P has abelian nilradical. Lecture 9 gives the necessary invariant theory for these examples. Lectures 13 and 14 give an introduction to the construction of Gyoja on reducibility of Verma modules (hence, on the existence of G-invariant differential operators and conformally invariant systems).

We thank the ICE-EM for the opportunity to present these lectures. We enjoyed working with all of the students in the course.

LECTURE 1. REDUCTIVE GROUPS

The groups we will consider are real and complex reductive Lie groups. The ‘classical groups’, such as GL(n, C) and SO(n), are typical examples. We will begin by giving the definitions of many of the classical groups and some of their important properties. Some general facts about Lie groups and Lie algebras will be recalled. Finally, a precise definition of a real reductive Lie group will be given.

1.1. Classical groups. Let us begin with the general linear group GL(V). Here V is a real or complex vector space and GL(V) is the group of invertible linear transformations of V to itself. Suppose that the dimension of V is n. Choose a basis B = {e1, . . . , en} of V. Then the matrix of g ∈ GL(V) with respect to B is the matrix (gij) satisfying g(ej) = ∑i gijei. This provides a bijection

(1.1)  \phi : GL(V) → GL(n, F) \equiv \{ A \in M_{n×n}(F) : \det(A) \neq 0 \},

(F = R or C, depending if V is a vector space over R or C). Of course, \phi is a group isomorphism. The bijection \phi allows us to define a topology on GL(V) as follows. Give M_{n×n}(R) the topology from the norm

\|X\|^2 = \sum_{i,j} |x_{ij}|^2.

Since the determinant function is continuous, GL(n, F) is an open set in F^{n^2}. We may define open sets in GL(V) as those sets \mathcal{U} for which \phi(\mathcal{U}) is an open set in F^{n^2}. It follows (since matrix multiplication is continuous, in fact a polynomial)
that \( GL(V) \) is a topological group with respect to this topology. Similarly, \( GL(V) \) is a differentiable manifold for which multiplication is a smooth map. So \( GL(V) \) is a Lie group. This definition of topology and differentiable structure is independent of the chosen basis (why?).

The Lie algebra may be identified with \( \mathfrak{gl}(V) \), the set of linear transformations of \( V \) to itself, with the bracket operation \([A, B] = AB - BA\). See Exercise 1.1.

The exponential map is the unique smooth function \( \exp : \mathfrak{gl}(V) \to GL(V) \) with the property that for each \( X \in \mathfrak{gl}(V) \), \( \exp((t + s)X) = \exp(tX)\exp(sX) \) and \( \frac{d}{dt} \exp(tX)|_{t=0} = X \). Therefore,

\[
\exp(X) = \sum_{k=0}^{\infty} \frac{X^k}{k!},
\]
an absolutely convergent series in \( M_{n \times n}(\mathbb{F}) \).

When \( \mathbb{F} = \mathbb{C} \), \( GL(V) \) is identified with an open set in \( \mathbb{C}^{n^2} \) and multiplication is holomorphic. Therefore, \( GL(V) \) is a complex Lie group. Note that the Lie algebra is a complex Lie algebra.

In view of the fact that any closed subgroup \( H \) of a Lie group is a Lie group, many other Lie groups are easily obtained from \( GL(V) \). Furthermore, the Lie algebra of \( H \) is

(1.2) \[ \text{Lie}(H) \equiv \mathfrak{h} = \{ X \in \mathfrak{g} : \exp(tX) \in H, \text{ for all } t \in \mathbb{R} \}. \]

(See [6, Ch. II, §2].)

A simple instance of this is the case of the special linear group \( SL(V) \) (resp. \( SL(n, \mathbb{F}) \)). This is the group of linear transformations (resp. matrices) of determinant equal to one. The Lie algebra is \( \mathfrak{sl}(V) \) (resp. \( \mathfrak{sl}(n, \mathbb{F}) \)) consisting of linear transformations (resp. matrices) of trace zero.

The orthogonal groups are defined in terms of symmetric bilinear forms on vector spaces. Again let us consider a real or complex vector space \( V \), let \( b \) be any nondegenerate symmetric bilinear form on \( V \). Then the orthogonal group of \( b \) is

\[
O(V, b) \equiv \{ g \in GL(V) : b(gv, gw) = b(v, w), \text{ for all } v, w \in V \}. \]

The Lie algebra is

\[
\mathfrak{o}(V, b) = \{ X \in \mathfrak{gl}(V) : b(Xv, w) + b(v, Xw) = 0, \text{ for all } v, w \in V \},
\]

with the bracket operation being the commutator. This may be checked by applying (1.2) as follows. Assuming \( \exp(tX) \in O(V, b) \), taking the derivative (at \( t = 0 \)) of \( b(\exp(tX)v, \exp(tX)w) = b(v, w) \) gives \( b(Xv, w) + b(v, Xw) = 0 \). Conversely, if
b(Xv, w) + b(v, Xw) = 0, then the curve \( c(s) = b(\exp(sX)v, \exp(sX)w) \) satisfies

\[
c'(s) = \frac{d}{dt}b(\exp((s + t)X)v, \exp((s + t)X)w)|_{t=0} = b(X \exp(tX)v, \exp(tX)w) + b(\exp(tX)v, X \exp(tX)w) = 0.
\]

Therefore, \( c(s) \) is constant, so \( c(s) = c(0) = b(v, w) \). Therefore, \( \exp(tX) \in O(V, b) \).

Recall that the matrix of a bilinear form with respect to a basis \( B = \{e_1, \ldots, e_n\} \) is the matrix \( B = (b_{ij}) \) where \( b(e_i, e_j) = b_{ij} \). Since \( b \) is symmetric and nondegenerate, the matrix \( B \) is symmetric and has nonzero determinant. (Also, any such matrix determines a symmetric nondegenerate bilinear form by the formula \( b(e_i, e_j) = b_{ij} \).) Under the identification of \( GL(V) \) with matrices (using \( B \)) as in (1.1) the orthogonal groups (and Lie algebras) are realized as matrices by

\[
O(n, B) = \{ g \in GL(n, F) : g^tBg = B \}
\]

\[
o(n, B) = \{ X \in \mathfrak{gl}(n, F) : X^tB + BX = 0 \}.
\]

It follows from this that the orthogonal groups are closed subgroups of \( GL(n, F) \).

A fact about bilinear forms ([4, §31],[8, §6.3]) is that for each symmetric bilinear form there is a basis so that the matrix \( B \) is

\[
B = I_n, \text{ if } F = \mathbb{C}, \text{ and } B = I_{p,q} \equiv \begin{pmatrix} I_p & 0 \\ 0 & -I_q \end{pmatrix}, \text{ with } p + q = n, \text{ if } F = \mathbb{R}.
\]

Here \( I_m \) denotes the \( m \times m \) identity matrix. The corresponding groups are denoted by \( O(n, \mathbb{C}) \) and \( O(p, q) \), and similarly for the Lie algebras.

Imposing the further condition that the determinant be equal to one defines the special orthogonal groups \( SO(V, b) \), \( SO(n, \mathbb{C}) \) and \( SO(p, q) \). The corresponding Lie algebras are \( \mathfrak{so}(V, b) \), etc. One may check (for example, by using the following block form of the matrices in the Lie algebras that \( \mathfrak{so}(V, b) = \mathfrak{o}(V, b) \).

**Example 1.3.** In block form the Lie algebra \( \mathfrak{so}(p, q) \) is

\[
\left\{ \begin{pmatrix} A & B \\ B^t & D \end{pmatrix} : A \in \text{Skew}_p(\mathbb{R}), D \in \text{Skew}_q(\mathbb{R}) \text{ and } B \in M_{p \times q}(\mathbb{R}) \right\}.
\]

**Example 1.4.** When \( (p, q) = (n, 0) \) the orthogonal group is denoted by \( O(n) \). This is a compact group. To see this note that \( g^t g = I_n \) implies that \( ||g||^2 = \sum g_{ij}^2 = n \), so \( O(n) \) is contained in the sphere of radius \( \sqrt{n} \) in \( \mathbb{R}^{n^2} \). Since any orthogonal group is closed, \( O(n) \) is compact.

The definition of the symplectic group is similar to that of the orthogonal groups. For this, let \( \omega \) be a nondegenerate antisymmetric (skew) bilinear form on \( V \). The dimension of \( V \) is necessarily even; we will denote it by \( 2n \). Then the symplectic
is the following closed subgroup of \( GL(V) \):
\[
Sp(V, \omega) = \{ g \in GL(V) : \omega(gv, gw) = \omega(v, w), \text{ for all } v, w \in V \}.
\]
The Lie algebra is
\[
sp(V, \omega) = \{ X \in \mathfrak{gl}(V) : \omega(Xv, w) + \omega(v, Xw) = 0, \text{ for all } v, w \in V \}.
\]
For either \( F = \mathbb{R} \) or \( \mathbb{C} \) there is a basis of \( V \) for which the matrix of \( \omega \) is
\[
J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}.
\]
(See [8, §6.2].) Then the corresponding group and Lie algebra are
\[
Sp(2n, F) = \{ g \in GL(2n, F) : g^t J g = J \}
\]
\[
sp(2n, F) = \{ X \in \mathfrak{gl}(2n, F) : X^t J + JX = 0 \}
\]
\[= \{ \begin{pmatrix} A & B \\ C & -A^t \end{pmatrix} : A \in \mathfrak{gl}(n, F), B, C \in \text{Sym}_n(F) \}.
\]
The unitary groups are the symmetry groups of the hermitian forms. Recall that a hermitian form on a complex vector space \( V \) is a map \( h : V \times V \rightarrow \mathbb{C} \) which is linear in the first variable and satisfies \( h(v, w) = \overline{h(w, v)} \). Then
\[
U(V, h) = \{ g \in GL(V) : h(gv, gw) = h(v, w), \text{ all } v, w \}
\]
\[
u(V, h) = \{ g \in \mathfrak{gl}(V) : h(Xv, w) + h(v, Xw) = 0, \text{ all } v, w \}.
\]
It is a fact that for each hermitian form there is a basis of \( V \) so that the matrix is \( I_{p,q} \), for some \( p \) and \( q \) (with \( p + q = n \)). It follows that any unitary group is isomorphic to one of
\[
U(p, q) = \{ g \in GL(n, \mathbb{C}) : \overline{g} I_{p,q} g = I_{p,q} \}.
\]
The Lie algebra is
\[
u(p, q) = \{ X \in \mathfrak{gl}(n, \mathbb{C}) : \overline{X} I_{p,q} + I_{p,q} X = 0 \}.
\]
The special unitary groups (resp. Lie algebras) have the additional requirement that the determinant is one (resp. trace is zero). These are denoted by \( SU(p, q) \) and \( su(p, q) \).

In each of the examples above the Lie algebras are nearly simple. Recall that a Lie algebra \( \mathfrak{g} \) is simple means that \( \mathfrak{g} \) has no ideals other that \( \mathfrak{g} \) and \( \{0\} \), and \( \dim(\mathfrak{g}) > 1 \). For example, \( \mathfrak{gl}(n, F) = \mathfrak{sl}(n, F) \oplus \mathfrak{j} \), where \( \mathfrak{j} = \{ zI_n : z \in F \} \) is the center and \( \mathfrak{sl}(n, F) \) is simple.

**Definition 1.5.** A Lie algebra \( \mathfrak{g} \) is semisimple if and only if \( \mathfrak{g} \) is the direct sum of ideals each of which is a simple Lie algebra. When \( \mathfrak{g} \) is a direct sum of ideals \( \mathfrak{g}_{ss} \) and \( \mathfrak{j} \), with \( \mathfrak{g}_{ss} \) semisimple and \( \mathfrak{j} \) abelian (and thus \( \mathfrak{j} \) equals the center of \( \mathfrak{g} \)), then \( \mathfrak{g} \) is called reductive.

Although it is not immediate, each of the classical Lie algebras is reductive.
1.2. Cartan involutions and maximal compact subgroups. Of crucial importance in the representation theory of reductive Lie groups is the notion of a maximal compact subgroup. One reason for this is that the representation theory of compact Lie groups is fairly simple. In particular, each representation (finite or infinite dimensional) of a compact group is the direct sum of irreducible representations and every irreducible representation is finite dimensional. Furthermore, the irreducible representations of compact groups are easily parameterized and described. This is far from the situation for noncompact groups.

The maximal compact subgroups of the classical groups are easily described. To do this we use the notion of Cartan involutions of the group $G$ and its Lie algebra $g$. Define $\Theta : G \to G$ by $\Theta(g) = (g^t)^{-1}$ for any of the groups $GL(n, F), SL(n, F), O(p, q), SO(p, q), Sp(n, F), U(p, q)$ and $SU(p, q)$. (Note that for these groups $\Theta(g)$ is indeed in $G$ when $g \in G$. Check this.) Now let $\theta : g \to g$ be the differential of $\Theta$. That is, $\theta(X) = -X^t$. We refer to $\Theta$ and $\theta$ as Cartan involutions.

Since Cartan involutions have order two, $g$ is the direct sum of the +1 and $-1$ eigenspaces of $\theta$. Let us write this decomposition as

$$g = k \oplus s,$$

with $k \equiv \{ X \in g : \theta(X) = X \}$ and $s \equiv \{ X \in g : \theta(X) = -X \}$.

Here are some easily checked facts.

1. $\Theta$ is a group homomorphism and $\theta$ is a Lie algebra homomorphism.
2. $\mathfrak{k}$ is a subalgebra of $g$.
3. $[\mathfrak{k}, \mathfrak{s}] \subset \mathfrak{s}$ and $[\mathfrak{s}, \mathfrak{s}] \subset \mathfrak{k}$.
4. $K \equiv \{ g \in G : \Theta(g) = g \}$ is a Lie subgroup with Lie algebra $\mathfrak{k}$.
5. $K$ is compact.

For $G = GL(n, \mathbb{R})$, $K = O(n)$ and $s = Sym_n(\mathbb{R})$. A fact from linear algebra is that any invertible matrix may be written in a unique way as the product of an orthogonal matrix and a positive definite matrix (with orthogonal matrix first). This is called the polar decomposition of the matrix. See [4, §32] for a proof. A slightly stronger statement is that

$$\phi : O(n) \times Sym_n(\mathbb{R}) \to GL(n, \mathbb{R})$$

$$\phi(k, X) = k \exp(X)$$

is a diffeomorphism.

**Corollary 1.6.** $O(n)$ is a maximal compact subgroup of $GL(n, \mathbb{R})$ in the sense that it is not contained in another compact subgroup of $GL(n, \mathbb{R})$.

**Proof.** Suppose that $O(n) \subset K'$, with $K'$ compact. Let $k' \in K' \setminus O(n)$. Write $k' = k \exp(X)$, with $X \in Sym_n(\mathbb{R}), X \neq 0$. Then $\exp(X) \in K'$. We claim that $\exp(mX)$ cannot be in a compact set for all $m \in \mathbb{Z}$. This will give a contradiction. To prove the claim, note that $X$ has real eigenvalues (as $X$ is symmetric), at least
one of which is nonzero. Let \( \lambda \) be a nonzero eigenvalue and \( v_\lambda \) to corresponding eigenvector. The eigenvalues of \( \exp(mX) \) are \( e^{m\lambda} \). Since \( \lambda \neq 0 \), \( e^{m\lambda} \to \infty \) as \( m \to \infty \) (or as \( m \to -\infty \)). Now \( \exp(mX)v_\lambda \to \infty \) in \( \mathbb{R}^n \). But by the compactness of \( K' \), \( \{gv_\lambda : g \in K' \} \) is bounded, and we arrive at a contradiction. \( \Box \)

Continuing with the groups \( GL(n, F) \), \( SL(n, F) \), \( O(p, q) \), \( SO(p, q) \), \( Sp(n, F) \), \( U(p, q) \) and \( SU(p, q) \), we may define a bilinear form on \( g \) by

\[
T(X, Y) = \text{Trace}(XY).
\]

This form may be referred to as the trace form of \( g \). Then \( T \) is Ad-invariant in the sense that \( T(\text{Ad}(g)X, \text{Ad}(g)Y) = T(X, Y) \), for all \( X, Y \in g \). Also, for \( X \neq 0 \), \( T(\theta(X), X) = -\text{Trace}(X^tX) \neq 0 \), so \( T \) is nondegenerate. Furthermore, we have the following facts.

1. \( \mathfrak{k} \) and \( \mathfrak{s} \) are orthogonal with respect to \( T \)
2. \( T|_{\mathfrak{k} \times \mathfrak{k}} \) is negative definite and \( T|_{\mathfrak{s} \times \mathfrak{s}} \) is positive definite.

Each of these may easily be checked.

### 1.3. Real reductive groups

We will now give a general definition of a real reductive group.

**Definition 1.7.** A real reductive group is a quadruple \((G, K, \theta, \kappa)\) with \( G \) a Lie group, \( K \) a compact subgroup, \( \theta : \mathfrak{g} \to \mathfrak{g} \) a Lie algebra homomorphism with \( \theta^2 = I \) and \( \kappa \) a nondegenerate, symmetric Ad invariant bilinear form, satisfying

1. \( \mathfrak{g} \) is the Lie algebra of \( G \) and is reductive,
2. \( K \) has Lie algebra \( \mathfrak{k} \) and \( \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{s} \) (vector space direct sum of the \( \pm 1 \) eigenspaces with respect to \( \theta \)),
3. \( \mathfrak{k} \) and \( \mathfrak{s} \) are orthogonal with respect to \( \kappa \), \( \kappa|_{\mathfrak{k} \times \mathfrak{k}} \) is negative definite and \( \kappa|_{\mathfrak{s} \times \mathfrak{s}} \) is positive definite,
4. \( \phi : K \times \mathfrak{s} \to G, \phi(k, X) = k \exp(X) \) is a diffeomorphism.

### EXERCISES

1. Prove the claim that the Lie algebra of \( SL(n, F) \) is \( \mathfrak{sl}(n, F) \). You will need to compute \( \frac{d}{dt} \det(\exp(tX))|_{t=0} \).
2. Suppose that \( B \) and \( B' \) are symmetric nondegenerate matrices and there is an invertible matrix \( Q \) so that \( Q^tBQ = B' \). Prove that \( O(n, B) \) and \( O(n, B') \) are isomorphic Lie groups (so the Lie algebras \( \mathfrak{so}(n, B) \) and \( \mathfrak{so}(n, B') \) are isomorphic). When

\[
B = \begin{pmatrix}
0 & I_n \\
I_n & 0
\end{pmatrix},
\]

then...
for which \( p, q \) is \( O(2n, B) \) isomorphic to \( O(p, q) \)? Write the Lie algebra \( \mathfrak{so}(2n, B) \) in block form as in Example 1.3 and explicitly write down the isomorphism \( \mathfrak{so}(2n, B) \simeq \mathfrak{so}(p, q) \).

(1.3) Check that \( U(n) \equiv U(n, 0) \) is compact.

(1.4) Let \( \mathfrak{g} \) be a reductive Lie algebra and let \( \kappa \) be an Ad-invariant symmetric form as in the definition a real reductive group. Define \( \langle X, Y \rangle = -\kappa(X, \theta(Y)) \). Prove that \( \langle , \rangle \) is positive definite on \( \mathfrak{g} \), is invariant under \( \text{Ad}(K) \), and \( \text{ad}(X) \) is a symmetric (resp. skew symmetric) operator when \( X \in \mathfrak{s} \) (resp. \( X \in \mathfrak{t} \)).

(1.4) Let \( T \) be the trace form on one of the classical Lie algebras. Define \( \langle Y, Z \rangle = -T(Y, \theta(Z)) \). Show that \( \langle , \rangle \) is positive definite and invariant under \( \text{Ad}(k) \) for all \( k \in K \). Show that the linear transformation \( \text{ad}(X) : \mathfrak{g} \to \mathfrak{g} \) is skew if \( X \in \mathfrak{t} \) and is symmetric if \( X \in \mathfrak{s} \).
LECTURE 2.
STRUCTURE OF REDUCTIVE LIE ALGEBRAS

Let $\mathfrak{g}$ be a reductive Lie algebra over either $\mathbb{R}$ or $\mathbb{C}$. The structure of $\mathfrak{g}$ is described in terms of ‘root systems'. In this lecture we will describe root systems and how they give us much information about the structure of the Lie algebra.

First let us recall some basic linear algebra. Suppose that $T : V \to V$ is a linear transformation and $V$ is a complex vector space. Then $T$ is said to be diagonalizable if and only if there is a basis of $V$ consisting of eigenvectors of $T$. Then, of course, with respect to such a basis the matrix of $T$ is a diagonal matrix, with the eigenvalues as the diagonal entries. A diagonalizable linear transformation is also called semisimple. A matrix $A$ is diagonalizable (i.e., semisimple) if there is an invertible matrix $Q$ so that $QAQ^{-1}$ is a diagonal matrix. Thus, a linear transformation is diagonalizable if and only if the matrix (with respect to any basis) is diagonalizable. The Jordan Decomposition Theorem states that $T = S + N$, with $S$ semisimple, $N$ nilpotent and $[S, N] = 0$. Furthermore, such an expression for $T$ is unique. These facts may be found in [4, §24] and [7, §4.2].

Now consider a complex semisimple Lie algebra $\mathfrak{g}$. (We will return to reductive Lie algebras shortly.) Consider $\text{ad}(X) : \mathfrak{g} \to \mathfrak{g}$, for any $X \in \mathfrak{g}$. Since $\mathfrak{g}$ is semisimple, the center of $\mathfrak{g}$ is zero. Therefore, $\text{ad} : \mathfrak{g} \to \mathfrak{gl}(\mathfrak{g})$ is one-to-one. An element $X \in \mathfrak{g}$ is called semisimple (resp. nilpotent) if $\text{ad}(X)$ is semisimple (resp. nilpotent). The Jordan decomposition of $X \in \mathfrak{g}$ is defined as follows. Write the Jordan decomposition $\text{ad}(X) = S + N$. One may prove ([7, §4.2]) that both $S$ and $N$ lie in the image of $\text{ad}$, that is there exist $X_S$ and $X_N$ in $\mathfrak{g}$ so that $S = \text{ad}(X_S)$ and $N = \text{ad}(X_N)$. Since $\text{ad}$ is one-to-one, we may conclude that $X = X_S + X_N$. Furthermore, it is easy to check that $[X_S, X_N] = 0$. Then $X = X_S + X_N$ is called the Jordan decomposition of $X$. Therefore, the Jordan decomposition of $X$ is the unique decomposition of $X$ into a sum of semisimple and nilpotent elements which commute.

Suppose that $\pi$ is any finite dimensional representation of $\mathfrak{g}$, i.e., $\pi : \mathfrak{g} \to \mathfrak{gl}(V)$ is a Lie algebra homomorphism with $V$ a finite dimensional complex vector space. Then it is a fact that if $\pi$ is injective, then $X$ is semisimple (resp. nilpotent) if and only if $\pi(X)$ is a semisimple (resp. nilpotent) linear transformation of $V$. For a proof of this fact see [7, §6.4]. We may conclude that if $\mathfrak{g}$ is realized as complex matrices, then an element is semisimple in $\mathfrak{g}$ precisely when it is semisimple as a matrix. Similarly for nilpotent.

When $\mathfrak{g}$ is reductive then $\mathfrak{g} = \mathfrak{g}_{ss} \oplus \mathfrak{z}$, where $\mathfrak{z}$ is the center of $\mathfrak{g}$. Then, since the kernel of $\text{ad}$ (equal to the center) may not be zero, we need to adjust the definition of semisimple and nilpotent. In this case we say that $X$ is semisimple if and only if $\text{ad}(X)$ is semisimple, and $X$ is nilpotent if and only if $X$ is in $\mathfrak{g}_{ss}$ and $\text{ad}(X)$ is...
nilpotent. Now the Jordan decomposition of $X$ is the unique decomposition of $X$ into a sum of commuting semisimple and nilpotent elements.

**Definition 2.1.** For a complex semisimple Lie algebra $\mathfrak{g}$, a *Cartan subalgebra* is a maximal subalgebra of commuting semisimple elements of $\mathfrak{g}$.

**Example 2.2.** For $g = \mathfrak{gl}(n, \mathbb{C})$, a convenient Cartan subalgebra is the subalgebra of diagonal matrices:

\[
(2.3) \quad \mathfrak{h} = \left\{ \begin{pmatrix} a_1 & & & \\ & a_2 & & \\ & & \ddots & \\ & & & a_n \end{pmatrix} : a_i \in \mathbb{C} \right\}.
\]

For $g = \mathfrak{sp}(2n, \mathbb{C})$,

\[
(2.4) \quad \mathfrak{h} = \left\{ \begin{pmatrix} a_1 & & & \\ & & & \\ & & & \\ & & & \end{pmatrix} : a_i \in \mathbb{C} \right\}
\]

is a Cartan subalgebra.

Two key facts about complex semisimple Lie algebras ([7, §16.4 and §8.2]) are:

(a) Any two Cartan subalgebras are conjugate. (By this we mean that there is some $g$ in the identity component of $\text{Aut}(\mathfrak{g})$ so that $\text{Ad}(g)\mathfrak{h}_1 = \mathfrak{h}_2$. The identity component of $\text{Aut}(\mathfrak{g})$ is denoted by $\text{Int}(\mathfrak{g})$.)

(b) The centralizer of a Cartan subalgebra $\mathfrak{h}$ is $\mathfrak{h}$.

A fact from linear algebra is that any commuting set of diagonalizable linear transformations is simultaneously diagonalizable. In other words there is a basis of $V$ consisting of eigenvectors for all of the linear transformations in the set. Applying this fact to the set of all $\text{ad}(H)$, for $H$ in a Cartan subalgebra $\mathfrak{h}$, we may conclude that there is a basis of $\mathfrak{g}$ so that each vector in this basis is an eigenvector for each $\text{ad}(H)$.

Let $X$ be such a common eigenvector. Then $\text{ad}(H)X = [H, X] = \alpha(H)X$ for some scalar $\alpha(H)$. It follows easily that $\alpha : \mathfrak{h} \to \mathbb{C}$ is a linear function, that is $\alpha \in \mathfrak{h}^*$. When $\alpha \neq 0$ we say that $X$ is a *root vector* and $\alpha$ is the corresponding *root*. The set of roots is denoted by $\Delta = \Delta(\mathfrak{h}, \mathfrak{g})$. Since the centralizer of $\mathfrak{h}$ is $\mathfrak{h}$, the decomposition of $\mathfrak{g}$ into common eigenspaces for $\text{ad}(\mathfrak{h})$ may be written as

\[
\mathfrak{g} = \mathfrak{h} + \bigoplus_{\alpha \in \Delta} \mathfrak{g}^{(\alpha)}, \quad \mathfrak{g}^{(\alpha)} \equiv \{ X \in \mathfrak{g} : [H, X] = \alpha(H)X, \text{ for all } H \in \mathfrak{h} \}\]
**Facts:** (a) Suppose $X \in g^{(\alpha)}$ and $Y \in g^{(\beta)}$. Then there are three possibilities for $[X,Y]$: 

- $[X,Y] \in g^{(\alpha+\beta)}$, if $\alpha + \beta \in \Delta$
- $[X,Y] \in \mathfrak{h}$, if $\alpha + \beta = 0$
- $[X,Y] = 0$, otherwise.

In the first two cases $[X,Y] \neq 0$.

(b) $\dim(g^{(\alpha)}) = 1$ for each root $\alpha$.

(c) If $\alpha$ is a root, then the only multiples of $\alpha$ which are roots are $\pm \alpha$.

**Example 2.5.** Consider $g = \mathfrak{gl}(n,\mathbb{C})$ and let $\mathfrak{h}$ be the Cartan subalgebra of diagonal matrices as in (2.3). Let

$$H = \begin{pmatrix} a_1 & & \\ & a_2 & \\ & & \ddots \\ & & & a_n \end{pmatrix}.$$ 

Let $E_{ij}$ be the matrix with 1 in the $ij$-place and 0’s elsewhere. Then (of course) $H = \sum a_k E_{kk}$ and it is easy to check that $[H, E_{ij}] = (a_i - a_j) E_{ij}$. Therefore $\{E_{ij}\}$, along with a basis of $\mathfrak{h}$, is a basis of simultaneous eigenvectors for $\text{ad}(H)$, $H \in \mathfrak{h}$.

We conclude from this that if one writes $\epsilon_k(H) = a_k$, then $\Delta = \{\epsilon_i - \epsilon_j : i \neq j, i, j = 1,2,\ldots,n\}$.

**Example 2.6.** For $g = \mathfrak{sp}(2n,\mathbb{C})$ and $\mathfrak{h}$ as in (2.4), let

$$H = \begin{pmatrix} a_1 & & \\ & \ddots & \\ & & a_n & -a_1 \\ & & & \ddots \\ & & & & \ddots \\ & & & & & -a_n \end{pmatrix}.$$ 

Then an easy matrix calculation shows that

- $[H, E_{i,j} - E_{n+j,n+i}] = (a_i - a_j)(E_{i,j} - E_{n+j,n+i})$
- $[H, E_{i,n+j} + E_{j,n+i}] = (a_i + a_j)(E_{i,n+j} + E_{j,n+i})$
- $[H, E_{n+i,j} + E_{n+j,i}] = -(a_i + a_j)(E_{n+i,j} + E_{n+j,i}).$

It follows that we have found a basis of simultaneous eigenvectors and

$$\Delta = \{\pm(\epsilon_i \pm \epsilon_j) : 1 \leq i < j \leq n\} \cup \{\pm 2\epsilon_i : 1 \leq i \leq n\}.$$ 

Let $g$ be a semisimple Lie algebra with a Cartan subalgebra $\mathfrak{h}$ and corresponding roots $\Delta$. We make a few definitions.

**Definition 2.7.** A subset $\Pi = \{\alpha_1, \ldots, \alpha_r\} \subset \Delta$ is called a simple system of roots if and only if
is given by the formula $\alpha$ orthogonal to the roots. Suppose that

In the case of $\alpha$, $\beta$ consists of all roots of the form $\sum_{i} m_i \alpha_i$ with all $m_i \geq 0$ or all $m_i \leq 0$.

Example 2.8. In the case of $g = \mathfrak{sl}(n, \mathbb{C})$, one may take $\Pi = \{\epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_3, \ldots, \epsilon_{n-1} - \epsilon_n\}$ and the corresponding set of positive roots is $\Delta^+ = \{\epsilon_i - \epsilon_j : 1 \leq i < j \leq n\}$. For $g = \mathfrak{sp}(2n, \mathbb{C})$, a system of simple roots is $\Pi = \{\epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_3, \ldots, \epsilon_{n-1} - \epsilon_n\} \cup \{2\epsilon_n\}$ with corresponding positive roots $\Delta^+ = \{(\epsilon_i \pm \epsilon_j) : 1 \leq i < j \leq n\}$.

One more important feature of root systems is that $\kappa$, the Killing form on $g$, defines an inner product on the real span of the roots. Since $\kappa$ is nondegenerate on $\mathfrak{h}$ (see Exercise (2.3)), $\kappa$ defines a nondegenerate symmetric form on $\mathfrak{h}^*$ as follows. First, for $\lambda \in \mathfrak{h}^*$ let $H_\lambda \in \mathfrak{h}$ be defined by $\kappa(H_\lambda, H) = \langle \lambda, H \rangle$, $H \in \mathfrak{h}$. Now set $\langle \lambda_1, \lambda_2 \rangle = \kappa(H_{\lambda_1}, H_{\lambda_2})$. For the following properties see [7, §8.4, §8.5]:

(a) $(\cdot, \cdot)$ is positive definite on $\mathfrak{h}_R^\ast = \operatorname{span}_R\Delta$.
(b) For $\alpha, \beta \in \Delta$, $\frac{2\langle \alpha, \beta \rangle}{\langle \beta, \beta \rangle}$ are integers (called the Cartan integers).

The Weyl group is the group $W$ which is generated by all reflections about planes orthogonal to the roots. Suppose that $\alpha$ is a root. Then the corresponding reflection is given by the formula

$$\sigma_\alpha(\lambda) = \lambda - \frac{2\langle \lambda, \alpha \rangle}{\langle \alpha, \alpha \rangle}, \lambda \in \mathfrak{h}^*.$$  

It is a fact that each element of $W$ permutes $\Delta$.

In the two examples above the inner product described here is the inner product for which $\{\epsilon_i\}$ is an orthonormal basis. The Cartan integers turn out to be $0$, $\pm 1$ and $\pm 2$. For $\mathfrak{sl}(n, \mathbb{C})$ the Weyl group is isomorphic to the symmetric group $S_n$. Elements of $W$ are the linear transformations defined by permutations of the basis $\{\epsilon_i : i = 1, \ldots, n\}$. For $\mathfrak{sp}(2n, \mathbb{C})$, $W \simeq \mathbb{Z}^n \times S_n$.

We make a few comments on useful ways to describe positive systems of roots. Fix $\Lambda \in \mathfrak{h}_R^\ast$ so that $\Lambda$ is regular in the sense that $\langle \Lambda, \alpha \rangle \neq 0$ for all roots $\alpha$. Then $\Delta^+_\Lambda = \{\alpha \in \Delta : \langle \Lambda, \alpha \rangle > 0\}$ is a positive set of roots. In both of the examples given, $\Lambda = \sum m_\alpha \alpha$ defines the positive system described. It is clear that there are many positive systems. How many are there for each of the two examples?

Another way to describe positive sets of roots is to use a lexicographic order. For this let $\{H_i\}$ be a basis of $\operatorname{span}_R\{H_\alpha : \alpha \in \Delta\}$. Define $\alpha \in \Delta^+$ if and only if $\alpha(H_1) > 0$, or $\alpha(H_i) = 0$, $i = 1, \ldots, k$ and $\alpha(H_{k+1}) > 0$ for some $k$. Then $\Delta^+$ is a positive system of roots. This method has the advantage that an ordering on
\( h_R = \text{span}\{\Delta\} \) is determined by

\[
\lambda \geq \mu \text{ if and only if } \lambda(H_i) > \mu(H_i), \text{ or } \lambda(H_i) = \mu(H_i), i = 1, \ldots, k \text{ and } \lambda(H_{k+1}) > \mu(H_{k+1}).
\]

A third way is to apply an element of \( W \) to any known positive system; \( w\Delta^+ \) is positive if \( \Delta^+ \) is positive. In fact, the action of \( W \) on the set of positive systems is simply transitive.

It is useful to define an abstract root system as follows.

**Definition 2.10.** An abstract root system is a pair \( (V, \Delta) \) where \( V \) is a real vector space with an inner product \( \langle , \rangle \) and \( \Delta \) is a finite subset of \( V \setminus \{0\} \) so that the following four properties hold.

1. \( \Delta \) spans \( V \).
2. If \( \alpha \in \Delta \), then the only multiples of \( \alpha \) which are in \( \Delta \) are \( \pm \alpha \).
3. For each \( \alpha \in \Delta \), the reflection \( \sigma_\alpha \) permutes \( \Delta \).
4. For \( \alpha, \beta \in \Delta \), \( \frac{2\langle \alpha, \beta \rangle}{\langle \beta, \beta \rangle} \) are integers.

The notions of simple and positive systems of roots, as well as the Weyl group, are defined as above. The Dynkin diagram of a root system is defined as follows. Choose a system of simple roots \( \Pi \). There is a node for each \( \alpha \in \Pi \). For any pair \( \alpha, \beta \in \Pi \) connect the nodes for \( \alpha \) and \( \beta \) by \( \frac{2\langle \alpha, \beta \rangle}{\langle \beta, \beta \rangle} \frac{2\langle \beta, \alpha \rangle}{\langle \alpha, \alpha \rangle} \) edges. In addition, if one of the two simple roots \( \alpha \) and \( \beta \) is longer than the other then place either \( > \) or \( < \) along the edges pointing in the direction of the longer root. The Dynkin diagrams may be classified. It is a fact that for each root system there is a unique Dynkin diagram and two Dynkin diagrams are the same if and only if the root systems are isomorphic (in the appropriate sense). It is also a fact that there is a one to one correspondence between Dynkin diagrams and semisimple Lie algebras (up isomorphism) established as follows. Given a semisimple Lie algebra \( \mathfrak{g} \) choose a Cartan subalgebra \( \mathfrak{h} \) and form the root system \( \Delta(\mathfrak{h}, \mathfrak{g}) \) and choose a set of simple roots \( \Pi \). This gives a Dynkin diagram as above. (It is not obvious, but the Dynkin diagram is independent of the choices of Cartan subalgebra and of simple system of roots \( \Pi \).) One can check that \( \mathfrak{g} \) is simple if and only if the corresponding Dynkin diagram is connected.

We have discussed root systems for complex semisimple Lie algebras. Now let us turn to real Lie algebras. A real Lie algebra \( \mathfrak{g}_0 \) is semisimple if and only if \( \mathfrak{g}_0 \otimes \mathbb{C} \) is a complex semisimple Lie algebra. So we may consider any real semisimple Lie algebra as a real subalgebra of a complex semisimple Lie algebra having complexification equal to \( \mathfrak{g} \).

**Definition 2.11.** A real form of a complex Lie algebra \( \mathfrak{g} \) is a real subalgebra \( \mathfrak{g}_0 \) of \( \mathfrak{g} \) so that \( \mathfrak{g} = \mathfrak{g}_0 \oplus i\mathfrak{g}_0 \).
So let us fix a complex semisimple Lie algebra $\mathfrak{g}$. A *conjugation* of $\mathfrak{g}$ is an conjugate linear homomorphism $\tau : \mathfrak{g} \to \mathfrak{g}$ of order two. Another way to say this is that $\tau$ is a real Lie algebra homomorphism so that $\tau(aX) = aX$, for $a \in \mathbb{C}$ and $X \in \mathfrak{g}$, and $\tau^2 = I$.

For $\mathfrak{g} = \mathfrak{sl}(n, \mathbb{C})$, typical conjugations are

$$
\begin{align*}
X & \mapsto X \\
X & \mapsto -X' \\
X & \mapsto -I_{p,q}X'I_{p,q}, \text{ where } p + q = n \\
X & \mapsto JXJ^{-1}, \text{ with } J = \begin{pmatrix} 0 & I_m \\ -I_m & 0 \end{pmatrix}, \text{ when } n = 2m.
\end{align*}
$$

(2.12)

**Proposition 2.13.** Given a conjugation $\tau$, $\mathfrak{g}_0 = \{ X \in \mathfrak{g} : \tau(X) = X \}$ is a real form. Conversely, if $\mathfrak{g}_0$ is a real form then $\tau(X+iY) = X-iY$, for $X,Y \in \mathfrak{g}_0$, defines a conjugation of $\mathfrak{g}$. This establishes a one-to-one correspondence between conjugations and real forms.

**Proof.** This (easy) proof is left to the reader. However, observe that for any $X \in \mathfrak{g}$

$$
X = \frac{1}{2}(X + \tau(X)) + \frac{1}{2}(X - \tau(X)) \in \mathfrak{g}_0 + i\mathfrak{g}_0.
$$

□

For the example of $\mathfrak{sl}(n, \mathbb{C})$, the real forms corresponding to the conjugations listed in (2.12) are $\mathfrak{sl}(n, \mathbb{R})$, $\mathfrak{su}(n)$, $\mathfrak{su}(p,q)$ and when $n = 2m$

$$
\mathfrak{sl}(m, \mathbb{H}) \equiv \left\{ \begin{pmatrix} A & B \\ -B & A \end{pmatrix} \right\}.
$$

(The last Lie algebra may be identified with the ‘trace’ zero linear transformations of $\mathbb{H}^m$, $\mathbb{H}$ the quaternions.)

It turns out that for a real form $\mathfrak{g}_0$ of $\mathfrak{g}$ (a complex semisimple Lie algebra), the structure may be described in terms of roots, however the situation is a bit more complicated than for complex Lie algebras. This is essentially because a linear transformation of a real vector $V$ space may have complex eigenvalues; the eigenvectors lie in the complexification of $V$, but not in $V$. An example of this occurs in $\mathfrak{g}_0 = \mathfrak{su}(n)$ where eigenspaces of $\text{ad}(H)$, $H$ a diagonal matrix, are not in $\mathfrak{su}(n)$. Instead of root systems, the appropriate notion is that of ‘restricted roots’.

Let us fix a real Lie algebra $\mathfrak{g}_0$ and a Cartan involution with decomposition $\mathfrak{g}_0 = \mathfrak{a}_0 + \mathfrak{s}_0$. Fix a maximal abelian subspace $\mathfrak{a}_0$ of $\mathfrak{s}_0$. This will play the role of Cartan subalgebra. Note that (by Exercise (1.4)) when $X \in \mathfrak{a}_0$, $\text{ad}(X) : \mathfrak{g}_0 \to \mathfrak{g}_0$ is symmetric. Therefore, $\text{ad}(X)$ is diagonalizable (as a real linear transformation of a real vector space). Since all $\text{ad}(X)$ for $X \in \mathfrak{a}_0$ mutually commute, they are simultaneously diagonalizable.
Example 2.14. Let $g_0 = \mathfrak{su}(2, 4)$. Then we may choose $a_0$ to be

$$a_0 = \left\{ \begin{pmatrix} a_1 & a_2 \\ 0 & 0 \\ a_2 & a_1 \end{pmatrix} : a_i \in \mathbb{R} \right\}.$$ 

The common eigenspaces for $\text{ad}(A), A \in a_0$ are called restricted root spaces and the eigenvalues are given by elements of $a_0^*$, which we call restricted roots (when nonzero).

Here is the reason the term restricted roots is used. Consider $\mathfrak{z}_{t_0}(a_0)$, the subalgebra of elements of $t_0$ which commute with $a_0$, and let $t_0$ be a maximal commutative subalgebra of $\mathfrak{z}_{t_0}(a_0)$. Then $\mathfrak{h} = (t_0)_\mathbb{C} + (a_0)_\mathbb{C}$ is a Cartan subalgebra of $g$. (Check this.) Then we have the following.

Proposition 2.15. The set of restricted roots, denoted by $\Sigma(a_0, g_0)$, is

$$\left\{ \beta : \beta = \alpha |_{a_0}, \alpha \in \Delta(h, g) \text{ and } \beta \neq 0 \right\}.$$ 

The following example illustrates that $\Delta(a_0, g_0)$ is not a root system since part (2) of the definition fails. Also, the dimension of restricted root spaces need not be one. Note that the (complexification of) the restricted root space for $\beta$ is

$$\sum_{\alpha \in \Delta(h, g), \alpha|_{a_0} = \beta} g^{(\alpha)}.$$

Example 2.16. Consider $g_0 = \mathfrak{u}(2, 4)$ with $a_0$ as in the previous example. Then we may choose $t_0$ so that

$$\mathfrak{h}_0 = t_0 + a_0 = \left\{ \begin{pmatrix} it_1 & it_2 & a_2 \\ it_3 & 0 & it_4 \\ a_2 & it_2 & it_1 \end{pmatrix} : a_i \in \mathbb{R} \right\}.$$ 

This is conjugate to

$$\left\{ \begin{pmatrix} a_1 + it_1 & a_2 + it_2 \\ it_3 & it_4 \\ -a_2 + it_2 & -a_1 + it_1 \end{pmatrix} : a_i \in \mathbb{R} \right\},$$ 

therefore we have
The above discussion immediately gives the following decomposition of \( g_0 \).

**Proposition 2.17.** Let \( a_0 \) be as above and fix a system of positive roots \( \Sigma^+ \) in \( \Sigma(a_0, g_0) \). Let

\[
n = \sum_{\beta \in \Sigma^+} g_0(\beta), \quad \Pi = \sum_{\beta \in \Sigma^+} g_0(-\beta) \text{ and } m = \lambda_{e_0}(a_0).
\]

Then \( g_0 = m_0 + a_0 + n + \Pi \).

**EXERCISES**

(2.1) Consider the complex Lie algebra defined by the bilinear form

\[
B = \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix}
\]

(a Lie algebra isomorphic to \( \mathfrak{so}(2n, \mathbb{C}) \)). Determine a convenient Cartan subalgebra. Do the same for \( \mathfrak{so}(2n + 1, \mathbb{C}) \). (Hint: use the bilinear form

\[
B = \begin{pmatrix} 0 & 0 & I_n \\ 0 & 1 & 0 \\ I_n & 0 & 0 \end{pmatrix}
\]

to define the Lie algebra.)

(2.2) Write down the root systems for the orthogonal Lie algebras using the Cartan subalgebras found in the preceding problem.

(2.3) Use the root space decomposition of \( g \) to show that \( \mathfrak{sl}(n, \mathbb{C}), (n \geq 2) \), \( \mathfrak{so}(n, \mathbb{C}), (n \geq 3) \) and \( \mathfrak{sp}(2n, \mathbb{C}), (n \geq 1) \) are simple Lie algebras.

(2.4) Find the Weyl group for the orthogonal groups.

(2.5) Suppose that \( \kappa \) is an invariant symmetric bilinear form on a semisimple Lie algebra \( g \) and that \( \mathfrak{h} \) is a Cartan subalgebra. Prove that the \( g^{(\alpha)} \) and \( g^{(\beta)} \) are orthogonal with respect to \( \kappa \) unless \( \alpha + \beta = 0 \). Prove that \( \kappa \) is nondegenerate on \( \mathfrak{h} \).

(2.6) Prove that if \( \Lambda \in \mathfrak{h}_R^* \) then

\[
q \equiv \mathfrak{h} + \bigoplus_{(\Lambda, \alpha) > 0} g^{(\alpha)}
\]

is a subalgebra of \( g \).
(2.7) Prove that for $h = a \oplus t$, for each $\alpha \in \Delta(h, g)$

\[
\alpha(H) \in \mathbb{R}, \text{ if } H \in \mathfrak{a}_0 \\
\alpha(H) \in i\mathbb{R}, \text{ if } H \in \mathfrak{t}_0
\]

holds.
LECTURE 3.
PARABOLIC SUBGROUPS

Consider $G = \text{GL}(n, \mathbb{R})$. We have already seen that $G = K \exp(\mathfrak{s})$, the polar decomposition of $G$. There are two other decompositions which we know from linear algebra. One is called the ‘L-U’ decomposition. It says that most matrices $g \in G$ may be written as $g = LU$ with $L$ a lower triangular matrix with 1’s on the diagonal and $U$ is an upper triangular matrix (with arbitrary nonzero diagonal entries). Such an expression is easily seen to be unique. The set of invertible matrices with such a decomposition is open and dense in $\text{GL}(n, \mathbb{C})$, but this is not immediately clear. In order to find the $L$ and $U$ for a given matrix $g$, one may perform row operations in the form of adding a multiple of a row to a later row. As long as no pivots are 0 one ends up with a matrix $U$, i.e., for some $L$ (of the proper form) $L^{-1}g = U$. It may be seen that the pivots will never be zero if and only if all principal minors are nonzero. In other words, the subspace of all $g = LU$ is open and dense in $\text{GL}(n, \mathbb{R})$. This decomposition applies equally well for $\text{GL}(n, \mathbb{C})$.

The other decomposition referred to above is called the Iwasawa decomposition. This states that each element of $\text{GL}(n, \mathbb{R})$ may be written uniquely as $g = kan$ with $k, a$ and $n$ in the following groups.

\[ K = \text{O}(n), \]
\[ A = \left\{ \begin{pmatrix} a_1 \\ & a_2 \\ & & \ddots \\ & & & a_n \end{pmatrix} : a_j > 0 \right\}, \quad \text{and} \]
\[ N = \left\{ \begin{pmatrix} 1 & * & * & * \\ 0 & 1 & * & * \\ 0 & 0 & \ddots & * \\ 0 & 0 & 0 & 1 \end{pmatrix} \right\}. \]

This is essentially a restatement of the Gram-Schmidt orthogonalization process ([4, §15]) applied to the columns of $g$. Let us see how this happens. Write the usual dot product as $\langle \cdot, \cdot \rangle$. Letting $g_j$ be the $j$-th column, write

\[ u_1 = g_1 / \| g_1 \|, \]
\[ u_2 = \left( g_2 - \langle u_1, g_2 \rangle u_1 \right) / \| g_2 - \langle u_1, g_2 \rangle u_1 \|, \]
\[ \vdots \]
\[ u_n = \left( g_n - \sum_{j=1}^{n-1} \langle u_j, g_n \rangle u_j \right) / \| g_n - \sum_{j=1}^{n-1} \langle u_j, g_n \rangle u_j \|. \]
an orthonormal basis of $\mathbb{R}^n$. For each $m$,

$$u_m = a_m^{-1}(g_m - \sum_{j=1}^{m-1} (u_j \cdot g_j)u_m), \text{ with } a_m > 0,$$

$$= a_m^{-1}(g_m + \sum_{j=1}^{m-1} b_{jm}g_j),$$

for some scalars $b_{ij}$. Now take $n^{-1}$ to be the matrix with $(i,j)$-entry equal to 1 if $i = j$, 0 if $i > j$ and $b_{ij}$ if $i < j$. Then it follows that $g = kan$ where the columns of $k$ are the column vectors $u_1, \ldots, u_n$. Note that since $\{u_i\}$ is an orthonormal set, the matrix $k$ is orthogonal.

All three of these decompositions, if properly stated, hold for general reductive groups. In this lecture we will carefully state each.

The polar decomposition is referred to as the Cartan decomposition and is part of the definition of a real reductive group. In Exercise (3.2) you will prove the following for the classical groups introduced in Lecture 1.

Suppose that $G$ is a classical group defined in Lecture 1. Let $K$ be the fixed points of $\Theta$ and let $s$ be the $-1$-eigenspace of $\theta$.

**Proposition 3.1.** $\phi : K \times s \to G$, $\phi(k, X) = k \exp(X)$, is a diffeomorphism.

**Corollary 3.2.** The group $G$ is connected (resp. simply connected) if and only if $K$ is connected (resp. simply connected).

For the other two decompositions we will need some preparation. In particular we will need the definition of and some information about parabolic subgroups. Let us first assume that $\mathfrak{g}$ is a complex reductive Lie algebra.

A Borel subalgebra is a maximal solvable subalgebra of $\mathfrak{g}$. Let $\mathfrak{b}$ be a Borel subalgebra. Then $\mathfrak{b}$ contains a Cartan subalgebra $\mathfrak{h}$, and $\mathfrak{b}$ is the direct sum of certain root spaces. It can be shown that there is a positive system of roots $\Delta^+$ so that

$$\mathfrak{b} = \mathfrak{h} + \sum_{\alpha \in \Delta^+} \mathfrak{g}^{(\alpha)}. \tag{3.3}$$

All Borel subalgebras of $\mathfrak{g}$ are conjugate under $\text{Int}(\mathfrak{g})$. A parabolic subalgebra is any subalgebra which contains a Borel subalgebra. By the conjugacy of Borel subalgebras, each parabolic subalgebra is conjugate to one containing a fixed Borel subalgebra. Therefore to describe the parabolic subalgebras it suffices to fix a Cartan subalgebra $\mathfrak{h}$, a positive system $\Delta^+$ and describe the parabolic subalgebras containing the Borel subalgebra of (3.3). Call $\Lambda \in \mathfrak{h}^*$ dominant if $\langle \Lambda, \alpha \rangle \geq 0$, for all $\alpha \in \Delta^+$. Then for each dominant $\Lambda \in \mathfrak{h}^*$ set

$$\mathfrak{p}(\Lambda) = \mathfrak{h} + \sum_{\alpha \in \Delta, \langle \Lambda, \alpha \rangle \geq 0} \mathfrak{g}^{(\alpha)}. \tag{3.4}$$
Then $p(\Lambda)$ contains $b$, so is a parabolic subalgebra. Conversely, each parabolic subalgebra containing $b$ is of this form for some dominant $\Lambda$. Furthermore,

$$p(\Lambda) = l(\Lambda) + n(\Lambda),$$

where

$$l(\Lambda) = h + \sum_{\langle \Lambda, \alpha \rangle = 0} g^{(\alpha)},$$

a reductive subalgebra, and

$$n(\Lambda) = \sum_{\langle \Lambda, \alpha \rangle > 0} g^{(\alpha)},$$

the maximal nilpotent ideal in $p(\Lambda)$.

We will call this decomposition the **Levi decomposition**.

It is useful to refine this description slightly as follows. Let $\Pi$ be the system of simple roots (for our fixed $\Delta^+ \cup \{0\}$). Define the **fundamental weights** $\lambda_\alpha$, $\alpha \in \Pi$ by

$$2\langle \lambda_\alpha, \beta \rangle \langle \beta, \beta \rangle = \begin{cases} 1 & \text{if } \beta = \alpha \\ 0 & \text{if } \beta \neq \alpha, \end{cases}$$

for $\beta \in \Pi$.

**Fact 3.5.** The set of parabolic subalgebras containing $b$ are in one-to-one correspondence with the subsets of $\Pi$. This one-to-one correspondence is given by $S \mapsto p(\Lambda_S)$, where $\Lambda_S = \sum_{\alpha \in S} \lambda_\alpha$.

The parabolic subalgebra $p(\Lambda_S)$ may be thought of as coming from the Dynkin diagram by crossing out the simple roots in $S$. Then the root system generated by the remaining roots is $\Delta(l)$, and $n$ is spanned by the root vectors for the other positive roots.

For example, when $\mathfrak{g} = \mathfrak{sp}(2n, \mathbb{C})$ and

$$\Pi = \{\alpha_i = \epsilon_i - \epsilon_{i+1} : i = 1, 2, \ldots, n-1\} \cup \{\alpha_n = 2\epsilon_n\},$$

the maximal parabolic subalgebras (that is, those not properly contained in any other parabolic subalgebras other than $\mathfrak{g}$ itself) correspond to those $S$ containing just one (simple) root. For $m = 1, \ldots, n-1$ and $S = \{\alpha_m\}$,

$$\Delta(l) = \{\epsilon_i - \epsilon_j : 1 \leq i, j \leq m\} \cup \{\pm(\epsilon_i \pm \epsilon_j) : n+1 \leq i, j \leq n\},$$

$$l \cong \mathfrak{gl}(m, \mathbb{C}) \oplus \mathfrak{sp}(2(n-m), \mathbb{C}).$$

In these cases $n$ is 2-step nilpotent (i.e., $n$ is nonabelian and $[n, [n, n]] = \{0\}$). When $S = \{\alpha_n\}$, $l \cong \mathfrak{gl}(n, \mathbb{C})$ and $n$ is abelian.

If $G$ is a connected complex Lie group with Lie algebra $\mathfrak{g}$, define any subgroup $P$ which is the normalizer of some parabolic subalgebra to be a **parabolic subgroup**. Thus each parabolic subgroup is of the form $P = N_G(p) = \{g \in G : \text{Ad}(g)p \subseteq p\}$. It may be checked that the Lie algebra of $P$ is $\mathfrak{p}$. It is also a fact that $P$ is connected.

Now consider a real reductive group $G$ with Lie algebra $\mathfrak{g}$. Choose a maximal abelian subspace in $\mathfrak{s}$ and call it $\mathfrak{a}_{\text{min}}$. (The reason for this notation will become
clear in a moment.) Let $t_{\text{min}}$ be a maximal abelian subalgebra of $m_{\text{min}} = \mathfrak{z}(a_{\text{min}})$. Then, as in Lecture 2, $\mathfrak{h} = (t_{\text{min}})_{\mathbb{C}} \oplus (a_{\text{min}})_{\mathbb{C}}$ is a Cartan subalgebra of $\mathfrak{g}$. Fix a positive system of roots $\Delta^+ \subset \Delta(\mathfrak{h}, \mathfrak{g})$ with the property that $\{ \beta : \beta = \alpha |_{a_{\text{min}}, \alpha \in \Delta^+, \beta \neq 0}\}$ is a positive system of restricted roots, which we will call $\Sigma^+$. Write $n_{\text{min}} = \sum_{\beta \in \Sigma^+} \mathfrak{g}^{(\beta)}$. Then

$$p_{\text{min}} = m_{\text{min}} + a_{\text{min}} + n_{\text{min}}$$

is called a minimal parabolic subalgebra. A subalgebra $p$ of $\mathfrak{g}$ is a parabolic subalgebra if $p$ is conjugate (under $\text{Int}(\mathfrak{g})$) to a subalgebra of $\mathfrak{g}$ containing $p_{\text{min}}$. Note that $(p_{\text{min}})_{\mathbb{C}}$ is a parabolic subalgebra of $\mathfrak{g}_{\mathbb{C}}$, since it contains all root spaces for $\alpha \in \Delta^+$. Therefore the complexification of each parabolic subalgebra in $\mathfrak{g}$ is a parabolic subalgebra in $\mathfrak{g}_{\mathbb{C}}$. The converse does not hold, the extreme case being when $G$ is compact (where $a_{\text{min}} = \{0\}$ and $p_{\text{min}} = \mathfrak{g}$).

Suppose $p \supset p_{\text{min}}$. We wish to describe the Levi decomposition $p = l + n$. Since $p$ contains $a_{\text{min}},$

$$p = m_{\text{min}} + a_{\text{min}} + \sum_{\beta \in \Gamma} \mathfrak{g}^{(\beta)},$$

for some set $\Gamma$ of restricted roots. The restricted roots in $\Gamma$ fall into two types, those $\beta$ for which $-\beta \in \Gamma$, and the others. Therefore, $\Gamma = \Gamma_0 \cup \Gamma_1$, $\Gamma_0 = \Gamma \cap (-\Gamma)$ and $\Gamma_1 = \Gamma \setminus \Gamma_0$. We will call

$$(3.6) \quad p = l + n, \text{ with } l = m_{\text{min}} + a_{\text{min}} + \sum_{\beta \in \Gamma_0} \mathfrak{g}^{(\beta)} \text{ and } n = \sum_{\beta \in \Gamma_1} \mathfrak{g}^{(\beta)},$$

the Levi decomposition of $p$.

For the real reductive group $G$ we define a parabolic subgroup to be a subgroup which is the normalizer of a parabolic subalgebra in $\mathfrak{g}$. Suppose the $P = \mathcal{N}_G(p), p$ a parabolic subalgebra of $\mathfrak{g}$. Then, as for complex groups, the Lie algebra of $P$ is $p$. Then there is a real reductive group $L$ so that $P = LN, N = \exp(n)$. The group $L$ may be chosen so that $\text{Lie}(L) = l$, however $L$ is typically not connected. Explicitly, if $L_e$ is the connected subgroup of $G$ with Lie algebra $l$, then $L = N_K(p)l_e$. So, the normalizer in $K$ meets each connected component of $L$.

A simple example is when $G = GL(n, \mathbb{R})$ and $P = p_{\text{min}}$ is the normalizer of $p_{\text{min}}$. Then $N_K(p_{\text{min}})$ is the group of diagonal matrices with $\pm 1$ in the diagonal entries, $L_e$ is the group of all diagonal matrices with positive diagonal entries and $L$ is the group of all invertible diagonal matrices.

For a parabolic subalgebra $p \supset p_{\text{min}}$ with Levi decomposition $p = l + n$, the opposite parabolic subalgebra is

$$\mathfrak{p} = l + \mathfrak{r}, \text{ with } \mathfrak{r} = \sum_{\beta \in \Gamma} \mathfrak{g}^{(-\beta)}.$$
For the parabolic subgroup $P = N_K(p)$, the opposite parabolic subgroup is
\begin{equation}
\bar{P} = N_K(p), \text{ so } \bar{P} = LN, \text{ with } N = \exp(P).
\end{equation}

The opposite parabolic is defined similarly for a complex Lie algebra (or group).

The Iwasawa decomposition of a real reductive group is given in the following theorem.

**Theorem 3.8.** ([6, Ch. VI, §3]) The map
\[
\phi : K \times A_{\text{min}} \times N_{\text{min}} \to G \\
(k, a, n) \mapsto kan
\]
is a diffeomorphism.

**Definition 3.9.** A real flag manifold is any homogeneous space $G/P$ where $G$ is real reductive group and $P$ is a subgroup having Lie algebra which is a parabolic subalgebra. Note that $P$ need not be a parabolic subgroup; $P$ lies between a parabolic subgroup and its identity component.

The Iwasawa decomposition implies that a real flag manifold is compact.

The generalization of the ‘L-U’ decomposition is the following.

**Proposition 3.10.** For any parabolic subgroup $P = LN$ of a real reductive group, $NP$ is a dense open subset of $G$. The expression for any $g \in NP$ as $g = n(g)p(g)$, with $n(g) \in N$ and $p(g) \in \overline{P}$ is unique, and $n$ and $p$ are smooth functions of $g$.

We will refer to
\begin{equation}
g = n(g)p(g)
\end{equation}
as the *Bruhat decomposition* of $g$.

**EXERCISES**

1. (3.1) Prove that each parabolic subalgebra is conjugate to one of the form defined in Equation (3.4).
2. (3.2) Prove the fact stated in 3.5.
3. (3.3) Prove that if $p$ is a parabolic subalgebra of a complex reductive Lie algebra, then there exists $H_0 \in \mathfrak{h}$ so that $\alpha(H_0) \in \mathbb{Z}$, $\Delta(\mathfrak{l}) = \{ \alpha : \alpha(H_0) = 0 \}$ and $\Delta(n) = \{ \alpha : \alpha(H_0) > 0 \}$
4. (3.4) Determine all parabolic subalgebras of $\mathfrak{sl}(n, \mathbb{C})$ and $\mathfrak{so}(n, \mathbb{C})$ for which $n$ is abelian. Determine all parabolic subalgebras of $\mathfrak{sl}(n, \mathbb{C})$ and $\mathfrak{so}(n, \mathbb{C})$ for which $n$ is 2-step nilpotent.
5. (3.5) Let $g$ be a real reductive Lie algebra. Show that $p_{\text{min}}$ contains no subalgebra having complexification which is a parabolic subalgebra of $\mathfrak{g}_\mathbb{C}$. (Thus the terminology ‘minimal parabolic subalgebra’ for $p_{\text{min}}$.)
(3.6) For each maximal parabolic subalgebra of $\mathfrak{sp}(2n, \mathbb{R})$ determine the group $L$ of the Levi decomposition.

(3.7) Prove the Iwasawa decomposition and Prop. 3.10 for the group $Sp(2n, \mathbb{R})$ by using the corresponding statement for $GL(2n, \mathbb{R})$. 
LECTURE 4.

COMPLEX GROUPS AND FINITE DIMENSIONAL REPRESENTATIONS

In this lecture we will describe finite dimensional representations of complex reductive Lie algebras. The main theorem is Theorem 4.5, called the Theorem of the Highest Weight. See [7, §6,20 and 21] for details and proofs of most of the statements made in this Lecture. We will also make some comments on finite dimensional representations of real Lie algebras and Lie groups.

Suppose that \( g \) is any real or complex Lie algebra. Then a (finite dimensional) representation of \( g \) is a pair \((\sigma, E)\) with \( E \) a finite dimensional complex vector space and \( \sigma \) a Lie algebra homomorphism \( \sigma: g \to \mathfrak{gl}(E) \).

Sometimes we refer to \( \sigma \) or \( E \) as the representation. We also say that \( (\sigma, E) \) is a representation on \( E \). Note that \( \sigma \) is a real or complex homomorphism depending on whether \( g \) is a real or complex Lie algebra, but in either case \( E \) is a complex vector space. (Sometimes it is useful to consider representations on real vector spaces, however we will not do this.)

Fix for a moment a Lie algebra \( g \) and a representation \((\sigma, E)\) of \( g \). There are a number of standard definitions to be made. First, if \( \dim_{\mathbb{C}}(E) = n \) then we say \( \sigma \) is \( n \)-dimensional. A subspace \( F \) of \( E \) is a \( g \)-invariant (or just invariant) subspace if \( \sigma(X)v \in F \) for all \( v \in F \) and \( X \in g \). We say that the representation is irreducible if there are no invariant subspaces other than \( \{0\} \) and \( E \). If \( F \) is an invariant subspace, then we refer to \( F \) as a subrepresentation of \((\sigma, E)\); more precisely, the subrepresentation is the representation \((\sigma_F, F)\) defined by \( \sigma_F(X) = \sigma(X)|_F \), for each \( X \in g \). In the case that \( E = F_1 \oplus \cdots \oplus F_m \) with each \( F_i \) an invariant subspace, we say that \( E \) is direct sum of the subrepresentations \( F_1, \ldots, F_m \). If \( E \) may be written as the direct sum of irreducible subrepresentations, then \( \sigma \) is said to be completely reducible. Given two representations \((\sigma_i, E_i), i = 1, 2, \) of \( g \), an intertwining map (also referred to as \( \mathfrak{g} \)-homomorphism) is a linear map \( T: E_1 \to E_2 \) so that \( \sigma_2(X) \circ T = T \circ \sigma_1(X) \), for all \( X \in g \). The space of all such maps is denoted by \( \text{Hom}_g(E_1, E_2) \). The representations \( \sigma_1 \) and \( \sigma_2 \) are equivalent if there is an invertible \( \mathfrak{g} \)-homomorphism \( T: E_1 \to E_2 \).

A simple observation is that for any intertwining map from \( E_1 \) to \( E_2 \), both \( \text{Ker}(T) \) and \( \text{Im}(T) \) are invariant subspaces. It follows immediately that if \( E_1 \) and \( E_2 \) are irreducible, then \( T \) is either invertible or identically zero.

**Lemma 4.1.** (Schur’s Lemma) If \((\sigma, E)\) is an irreducible representation of \( E \), then \( \text{Hom}_g(E, E) = \{ cI_E : c \in \mathbb{C} \} \).
Proof. Suppose that $T \in \text{Hom}_g(E, E)$. Then $T - \lambda I$ is also a $g$-homomorphism. Therefore $T - \lambda I$ is either invertible or zero. Choosing $\lambda$ to be an eigenvalue of $T$ ensures that $T - \lambda I$ is not invertible. Then $T = \lambda I$ holds. □

**Theorem 4.2.** (Weyl’s Theorem) Every finite dimensional representation of a semisimple Lie algebra is completely reducible.


An example of a finite dimensional representation is the adjoint representation $(\text{ad}, g)$ on $g$. This is defined by $\text{ad}(X)(Y) = [X, Y]$. An invariant subspace is an ideal and the adjoint representation is irreducible if and only if $g$ is simple or one-dimensional.

There are several natural constructions of representations from given representations. We will give the definitions of a few of these below. Let $(\sigma, E)$, $(\sigma_j, E_j)$ and $(\rho, F)$ be representations of a Lie algebra $g$.

(a) The dual of $\sigma$ is the representation $(\sigma^*, E^*)$ defined by $(\sigma^*(X)\mu)(v) = -\mu(\sigma(X)v)$, for $X \in g, \mu \in E^*$ and $v \in E$.

(b) There are three representations on $\text{Hom}_C(E, F)$. Let $X \in g, v \in E$ and $T \in \text{Hom}_C(E, F)$. Then three different representations are defined by

\[
(X \cdot T)(v) = T(\sigma(X)v) - \rho(X)T(v),
\]

\[
(X \cdot T)(v) = \rho(X)T(v),
\]

\[
(X \cdot T)(v) = -T(\sigma(X)v),
\]

(c) The direct sum of $(\sigma_j, E_j)$ is the representation on $\oplus E_j$ is defined by

\[
X \cdot (v_1 + \cdots + v_m) = \sigma_1(X)v_1 + \cdots + \sigma_m(X)v_m.
\]

(d) The tensor product of $(\sigma_j, E_j)$ is the representation on $E_1 \otimes \cdots \otimes E_m$ defined by

\[
X \cdot (v_1 \otimes \cdots \otimes v_m) = (\sigma_1(X)v_1) \otimes v_2 \otimes \cdots \otimes v_m + v_1 \otimes (\sigma_2(X)v_2) \otimes \cdots \otimes v_m + \cdots + v_1 \otimes \cdots \otimes v_{m-1} \otimes (\sigma_m(X)v_m).
\]

(e) A representation on the exterior product $\bigwedge^m(E)$ is defined by

\[
X \cdot (v_1 \wedge \cdots \wedge v_m) = (\sigma(X)v_1) \wedge v_2 \wedge \cdots \wedge v_m + v_1 \wedge (\sigma(X)v_2) \wedge \cdots \wedge v_m + \cdots + v_1 \wedge \cdots \wedge v_{m-1} \wedge (\sigma(X)v_m).
\]

(f) A representation on $S^m(E)$, the symmetric tensors of degree $m$, is defined as in (d).

Now let us turn to representations of complex semisimple Lie algebras. So let $g$ be a complex semisimple Lie algebra and fix a representation $(\sigma, E)$ of $g$. A key to understanding $\sigma$ is to understand the weights. Fix a Cartan subalgebra $\mathfrak{h}$ of $g$. 
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A weight vector is a nonzero vector $v \in E$ so that $v$ is a common eigenvector for $\sigma(H), H \in \mathfrak{h}$. So there is a $\mu \in \mathfrak{h}^*$ so that $\sigma(H)v = \mu(H)v$, for all $H \in \mathfrak{h}$. In this case $\mu$ is called a weight. The set of weights is denoted by $\Delta(E)$, and given $\mu \in \Delta(E)$

$$E_\mu = \{v \in E : \sigma(H)v = \mu(H)v, \text{ for all } H \in \mathfrak{h}\} \cup \{0\}$$

is the space of weight vectors (along with 0) corresponding to $\mu$. As mentioned in Lecture 2, each $\sigma(H)$ is semisimple for $H \in \mathfrak{h}$. Therefore,

$$E = \bigoplus_{\mu \in \Delta(E)} E_\mu.$$ 

An example which we have already encountered is the adjoint representation. The weights are the roots and 0. The dimension of each weight space is one, except for the weight 0 which has dimension equal to the dimension of $\mathfrak{h}$.

Another example is the ‘standard representation’ of $\mathfrak{sp}(2n, \mathbb{C})$ on $\mathbb{C}^{2n}$. With respect to the Cartan subalgebra of Example 2.6, the weights are $\{\pm \epsilon_j : i = 1, \ldots, n\}$.

An important observation is that $v \in E_\mu, X \in \mathfrak{g}(\alpha)$ implies $\sigma(X)v \in E_{\mu + \alpha}$. This holds because when $H \in \mathfrak{h}$ we have $\sigma(H)\sigma(X)v = \sigma([H, X])v + \sigma(X)\sigma(H)v = (\alpha(H) + \mu(H))\sigma(X)v$.

Now fix a positive system of roots $\Delta^+$. Recall that $\mathfrak{b} = \mathfrak{h} + \mathfrak{n} = \sum_{\alpha \in \Delta^+} \mathfrak{g}(\alpha)$, is a Borel subalgebra of $\mathfrak{g}$. A vector $v \in E$ is called a highest weight vector if and only if $\sigma(X)v = 0$ for all $X \in \mathfrak{n}$. The space of highest weight vectors is denoted by $E^n$. Since $E$ is finite dimensional, $E^n \neq \{0\}$.

The following statements are proved in [7, §20,21].

**Proposition 4.4.** Let $(\sigma, E)$ be an irreducible finite dimensional representation of a semisimple Lie algebra $\mathfrak{g}$. Let $\mathfrak{b} = \mathfrak{h} + \mathfrak{n}$ be a Borel subalgebra corresponding to a positive system $\Delta^+$. Then the following hold.

1. $\dim(E^n) = 1$ and the weight $\lambda$ of a highest weight vector (called a highest weight) is the unique weight satisfying $\lambda + \alpha \notin \Delta(E)$ for all $\alpha \in \Delta^+$. Furthermore, $\dim(E_\lambda) = 1$.
2. Each weight is of the form $\lambda - \sum_{\alpha \in \Delta^+} m_\alpha \alpha$, with $m_\alpha \in \mathbb{Z}_{\geq 0}$.
3. The Weyl group $W$ acts on $\Delta(E)$ and $\dim(E_\mu) = \dim(E_{w\mu})$.
4. All weights are contained in the convex hull of $\{w\lambda : w \in W\}$.

The set of dominant integral elements of $\mathfrak{h}^*$ is

$$\Lambda^+ = \{\mu \in \mathfrak{h}^* : \frac{2\langle \mu, \alpha \rangle}{\langle \alpha, \alpha \rangle} \in \mathbb{Z}_{\geq 0}, \text{ for all } \alpha \in \Delta^+\}$$

With the hypothesis of the proposition we have the following, which is often referred to as the Theorem of the Highest Weight.
Theorem 4.5. The highest weight of $E$ is in $\Lambda^+$. The map taking the irreducible representation $E$ to its highest weight defines a one-to-one correspondence

$$\Lambda^+ \leftrightarrow \{\text{irreducible finite dimensional representations of } \mathfrak{g}\}.$$ 

Now we turn to complex reductive Lie algebras. Therefore we will let $\mathfrak{g}$ be of the form $\mathfrak{g} = \mathfrak{g}_{ss} \oplus \mathfrak{z}$, that is, $\mathfrak{g}$ is the direct sum of its center $\mathfrak{z}$ and a semisimple Lie algebra $\mathfrak{g}_{ss}$. Fix a Cartan subalgebra $\mathfrak{h} = \mathfrak{h}_{ss} \oplus \mathfrak{z}$, with $\mathfrak{h}_{ss}$ a Cartan subalgebra of $\mathfrak{g}_{ss}$. If $(\sigma, E)$ is an irreducible finite dimensional representation of $\mathfrak{g}$, then by Schur’s Lemma for each $Z \in \mathfrak{z}$ there is a constant $c$ so that $\sigma(Z) = cI_E$. Therefore the restriction to $\mathfrak{g}_{ss}$ is irreducible, so there is a unique highest weight vector and highest weight. On the other hand, given $\lambda \in \mathfrak{h}^*$ which is dominant and integral there is an irreducible representation $(\sigma_{ss}, E)$ of $\mathfrak{g}_{ss}$ with highest weight $\lambda|_{\mathfrak{h}_{ss}}$. Defining $\sigma(X + Z) = \sigma_{ss}(X) + \lambda(Z)I_E$ for $X \in \mathfrak{g}_{ss}$ and $Z \in \mathfrak{z}$ gives an irreducible representation of $\mathfrak{g}$ with highest weight $\lambda$. Therefore the Theorem of the Highest weight holds for complex reductive Lie algebras.

Let $\mathfrak{g}$ now be a real Lie algebra, and let $\mathfrak{g}_C$ be its complexification. Given a representation $(\sigma, E)$ of $\mathfrak{g}$ there is a representation $(\sigma_C, E)$ defined by $\sigma_C(X + iY) = \sigma(X) + i\sigma(Y)$ for $X, Y \in \mathfrak{g}$. Then $\sigma_C$ is irreducible (resp. completely reducible) if and only if $\sigma$ is irreducible (resp. completely reducible). It follows that the irreducible representations of a real reductive Lie algebra are in one-to-one correspondence with those of $\mathfrak{g}_C$.

If $G$ is a Lie group, a finite dimensional representation is a pair $(\rho, E)$ with $E$ a complex vector space and $\rho : G \to GL(E)$ is a smooth group homomorphism. The definitions of invariant subspace, irreducible, etc are as already defined for representations of Lie algebras. The constructions given for representation of Lie algebras are similar. Let $g \in G$.

(a) The dual $E^*$: $(\sigma^*(g)\mu)(v) = \mu(g^{-1}v)$.

(b) $\text{Hom}_C(E, F)$:

\[ (g \cdot T)(v) = \rho(g^{-1})T(\sigma(g)v), \]
\[ (g \cdot T)(v) = \rho(g)T(v), \]
\[ (g \cdot T)(v) = T(\sigma(g^{-1})v), \]

(c) The direct sum of $(\sigma_j, E_j)$ is defined by

\[ g \cdot (v_1 + \cdots + v_m) = \sigma_1(g)v_1 + \cdots + \sigma_m(g)v_m. \]

(d) Tensor product:

\[ g \cdot (v_1 \otimes \cdots \otimes v_m) = (\sigma_1(g)v_1) \otimes (\sigma_2(g)v_2) \otimes \cdots \otimes (\sigma_m(g)v_m). \]

(e) Exterior product

\[ g \cdot (v_1 \wedge \cdots \wedge v_m) = (\sigma(g)v_1) \wedge (\sigma(g)v_2) \wedge \cdots \wedge (\sigma(g)v_m). \]
(f) $S^m(E)$: defined as in (d).

(g) $P(E)$: $(g \cdot p)(v) = p(g^{-1}v)$.

Given a representation $(\mu, E)$ of a Lie group $G$, a representation of its Lie algebra is defined by

$$d\mu(X)v = \frac{d}{dt}\mu(\exp(tX))v|_{t=0}, \text{ for } X \in \mathfrak{g}.$$ 

A basic fact is that for a connected Lie group $G$ with Lie algebra $\mathfrak{g}$, a representation $\mu$ of $G$ is irreducible if and only if $d\mu$ is an irreducible representation of $\mathfrak{g}$. When $G$ is not connected such a statement fails.

**EXERCISES**

(4.1) Give an example of a 2-dimensional Lie algebra $\mathfrak{g}$ and 2-dimensional representation of $\mathfrak{g}$ which is not completely reducible.

(4.2) Show that given a representation $(\sigma, E)$ of $G$, the representations $S^m(E)$ and $P(E^*)$ are equivalent.

(4.3) Show that for a representation $(\sigma, E)$ of $\mathfrak{g}$, $E^* \otimes E$ is equivalent to $End(E)$.

(4.4) Let $\mathfrak{g}$ be a semisimple Lie algebra and $\mathfrak{b} = \mathfrak{h} + \mathfrak{n}$ a Borel subalgebra. Show that for any finite dimensional representation $E$ of $\mathfrak{g}$, $E^n \neq \{0\}$.

(4.5) Write down the highest weight of the adjoint representation of $\mathfrak{sl}(n, \mathbb{C})$, $\mathfrak{so}(n, \mathbb{C})$ and $\mathfrak{sp}(2n, \mathbb{C})$. 
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LECTURE 5.
HOMOGENEOUS SPACES, DIFFERENTIAL OPERATORS
AND THE ENVELOPING ALGEBRA

5.1. Homogeneous spaces. For any group $G$ we say that a group action of $G$ on a set $M$ is a map

$$G \times M \to M,$$

written as $(g, m) \mapsto g \cdot m$ satisfying $g_1 \cdot (g_2 \cdot m) = (g_1 g_2) \cdot m$ and $e \cdot m = m$, for all $g_1, g_2 \in G$ and $m \in M$. An action is called transitive if and only if whenever $m_1, m_2 \in M$, there is some $g \in G$ so that $g \cdot m_1 = m_2$.

When $G$ is a topological group and $M$ a topological space, we say that an action is a continuous action if and only if (5.1) is continuous. If $G$ is a Lie group and $M$ is a differentiable manifold, a continuous action is called a smooth action if and only if (5.1) is smooth.

Suppose $G$ is a topological group and $H$ a subgroup. Then the coset space may be given the quotient topology. Letting $\pi : G \to G/H$ be the natural quotient map ($\pi(g) = gH$), the quotient topology is defined by the property that $U \subset G/H$ is open if and only if $\pi^{-1}(U) \subset G$ is open. Note that $\pi$ is continuous and open. Furthermore, $G \times G/H \to G/H$, $(xH, gH) \mapsto xH \cdot gH$ is a homeomorphism.

Proposition 5.2. If a continuous action of a locally compact, second countable topological group on a locally compact Hausdorff space $M$ is transitive, then the following hold.

(a) For each $p \in M$, $G_p \equiv \text{Stab}_G(p) \equiv \{g \in G : g \cdot p = p\}$ is a closed subgroup of $G$.
(b) $gG_p \mapsto g \cdot p$ is a homeomorphism $G/G_p \simeq M$.

For a proof see [6, Ch. II, §3].

Proposition 5.3. For any closed subgroup $H$ of a Lie group $G$, the topological space $G/H$ has the unique structure of smooth manifold having the property that $G \times G/H \to G/H$, $(g, xH) \mapsto gxH$ is smooth. For each $X \in g$ a vector field on $G/H$ is defined by

$$(\tilde{X}f)(gH) = \frac{d}{dt} f(\exp(-tX)gH)|_{t=0}.$$  

This gives an isomorphism $T_{gH}(G/H) \simeq g/\text{Ad}(g)h$, for each $g \in G$.

Local coordinates for $G/H$ may be described as follows. It is a fact about the exponential map that if $g = V_1 \oplus V_2$ (as vector spaces) then there are neighborhoods $U_i$ of 0 in $V_i$ so that

$$U_1 \oplus U_2 \to \exp(U_1) \exp(U_2)$$

$$(X_1, X_2) \mapsto \exp(X_1) \exp(X_2)$$

(5.4)
is a diffeomorphism. To construct local coordinates on $G/H$, choose a vector space complement $\mathfrak{m}$ to $\mathfrak{h} = \text{Lie}(H)$ in $\mathfrak{g}$. Then there are neighborhoods $U_1$ of $0 \in \mathfrak{m}$ and $U_2$ of $0 \in \mathfrak{h}$ so that (5.4) is a diffeomorphism. Then a basis $\{X_1, \ldots, X_m\}$ of $\mathfrak{m}$ determines local coordinates on the neighborhood $g\pi(\exp(U_1))$ of $gH \in G/H$ by

$$\varphi(x_1, \ldots, x_m) = g\exp(x_1 X_1 + \cdots x_m X_m).$$

For details, and a proof of the following proposition, see [6, Ch II, §4].

**Proposition 5.6.** If a smooth action of a Lie group $G$ on a manifold $M$ is transitive, then $gG_p \mapsto g \cdot p$ is a diffeomorphism $G/G_p \cong M$.

When $H$ is a closed subgroup of a Lie group $G$, we call $G/H$ a homogeneous space.

An example is that real projective space $\mathbb{RP}(n)$ is a homogeneous space. The action of $GL(n + 1, \mathbb{R})$ by $g \cdot [v] = [gv]$ is smooth (why?). The stabilizer of the column vector $p = [1, 0, 0, \ldots, 0]^t$ is

$$P = \left\{ \begin{pmatrix} a & b \\ 0 & D \end{pmatrix} : a \in \mathbb{R}^\times, b \in \mathbb{R}^n, D \in GL(n, \mathbb{R}) \right\}.$$

The action is transitive, so $\mathbb{RP}(n)$ is diffeomorphic to $GL(n + 1, \mathbb{R})/P$.

### 5.2. Invariant differential operators

Let $M$ be a smooth manifold of dimension $m$. Let $(U, \varphi)$ be a coordinate system in a neighborhood of a point $p \in M$. Consider the partial derivatives $\frac{\partial}{\partial x_i}$ defined on $U$. It will be useful for us to use the multi-index notation for higher derivatives. For this let $\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{Z}_{\geq 0}^m$ and write $\frac{\partial^{\alpha}}{\partial x^{\alpha}} = \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_m}}{\partial x_m^{\alpha_m}}$. Then a differential operator on $M$ may be defined to be a linear map from $C^\infty(M)$ to itself which, in any local coordinate system, has the form

$$Df = \sum a_\alpha \frac{\partial^{\alpha} f}{\partial x^{\alpha}}.$$

with $a_\alpha \in C^\infty(M)$. The space of differential operators on a manifold $M$ is denoted by $\mathcal{D}(M)$. The space $\mathcal{D}$ is an algebra and (hence) a module over $C^\infty(M)$.

When $G$ is a Lie group of dimension $n$ and $H$ a closed subgroup of $G$, a differential operator on $M = G/H$ is said to be $G$-invariant if $\ell_g(Df) = D(\ell_g f)$, where $\ell_g$ is left translation by $g$ (defined by $(\ell_g f)(x) = f(g^{-1}x)$). The algebra of $G$-invariant differential operators is denoted by $\mathcal{D}_G(G/H)$.

Let us first consider the case when $H = \{e\}$, i.e., $M = G$. For $X \in \mathfrak{g}$ define right translation by $X$ by the formula

$$(R(X)f)(x) = \frac{d}{dt} f(x \exp(tX))|_{t=0}, \text{ for } f \in C^\infty(G).$$
Then $R(X)$ is a left invariant vector field on $G$. In particular, $R(X)$ is in $\mathbb{D}_G(G)$. In the local coordinates (5.5) on $gU$,
\[
(R(X_j)f)(g) = \frac{d}{dt}g(g\exp(tX_j))|_{t=0} = \frac{d}{dt}f(\varphi(0, \ldots, 0, t, 0, \ldots, 0))|_{t=0} = \frac{\partial f}{\partial x_j}|_{x=0}.
\]

When $X \in \mathfrak{g}_C$ the above formula for $R(X)$ does not make sense. In this case right translation may be defined by
\[
R(X_1 + iX_2) = R(X_1) + iR(X_2),
\]
for $X_1, X_2 \in \mathfrak{g}$. Therefore, for $X \in \mathfrak{g}_C$, $R(X) \in \mathbb{D}_G(G)$. Therefore we may conclude the following.

**Corollary 5.8.** If $Y_1, \ldots Y_N \in \mathfrak{g}_C$, then $R(Y_1) \cdots R(Y_N)$ is a $G$-invariant differential operator on $G$.

We now show that the differential operators $R(Y_1) \cdots R(Y_N), Y_i \in \mathfrak{g}_C$, span $\mathbb{D}_G(G)$. In fact, we show a little more. For any basis $\{X_1, \ldots, X_n\}$ of $\mathfrak{g}_C$ write $R(X^\alpha)$ for $R(X_1)^{\alpha_1} \cdots R(X_n)^{\alpha_n}$ for any multi-index $\alpha$. We will show that $\{R(X^\alpha) : \alpha \in \mathbb{Z}^n_{\geq 0}\}$ is a basis of $\mathbb{D}_G(G)$. The technical fact we use is in the following lemma.

**Lemma 5.9.** Let $M$ be any manifold with a set of vector fields $\xi_1, \ldots, \xi_m$ with the property that for each $x \in M$, $\xi_1, x, \ldots, \xi_m, x$ is a basis of the complexified tangent space $T_x(M)$. Then $\{\xi^\alpha \equiv \xi^{\alpha_1} \cdots \xi^{\alpha_m} : \alpha \in \mathbb{Z}^n_{\geq 0}\}$ is a basis over $C^\infty(M)$ of $\mathbb{D}(M)$.

**Proof.** The proof is in [15, §1.1].

It is immediate from the Lemma that $\{R(X^\alpha) : \alpha \in \mathbb{Z}^n_{\geq 0}\}$ is independent. It also follows from the lemma that each differential operator in $\mathbb{D}(G)$ is of the form
\[
\sum a_\alpha R(X^\alpha), \quad a_\alpha \in C^\infty(G).
\]
For $D \in \mathbb{D}_G(G)$, the $G$-invariance gives
\[
(Df)(g) = (D(\ell_{g^{-1}}f))(e) = \sum a_\alpha(e)(R(X^\alpha)(\ell_{g^{-1}}f))(e) = \sum a_\alpha(e)(R(X^\alpha)f)(g).
\]
Therefore, $D = \sum A_\alpha R(X^\alpha), \quad A_\alpha = a_\alpha(e) \in C$. We have shown the following.

**Proposition 5.10.** $\{R(X^\alpha) : \alpha \in \mathbb{Z}^n_{\geq 0}\}$ is a basis (as complex vector space) of $\mathbb{D}_G(G)$.

### 5.3. The enveloping algebra

The description of $\mathbb{D}_G(G)$ given above suggests the definition of the enveloping algebra $\mathcal{U}(\mathfrak{g}_C)$. 
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We will give the construction for Lie algebras over \( \mathbb{C} \), any base field may be considered in the same manner. Consider the tensor algebra of \( \mathfrak{g}_\mathbb{C} \),

\[
T(\mathfrak{g}_\mathbb{C}) = \mathbb{C} \oplus \mathfrak{g}_\mathbb{C} \oplus (\mathfrak{g}_\mathbb{C} \otimes \mathfrak{g}_\mathbb{C}) \oplus \cdots
\]

and the ideal \( \mathcal{I} \) generated by

\[
\{ X \otimes Y - Y \otimes X - [X, Y] : X, Y \in \mathfrak{g}_\mathbb{C} \}.
\]

**Definition 5.11.** The enveloping algebra of \( \mathfrak{g}_\mathbb{C} \) is \( U(\mathfrak{g}_\mathbb{C}) = T(\mathfrak{g}_\mathbb{C})/\mathcal{I} \).

Let \( \pi : T(\mathfrak{g}_\mathbb{C}) \to U(\mathfrak{g}_\mathbb{C}) \) be the natural quotient map. Then one typically writes

\[
Y_1 Y_2 \cdots Y_N \text{ for } \pi(Y_1 \otimes Y_2 \otimes \cdots \otimes Y_N), \text{ for } Y_i \in \mathfrak{g}_\mathbb{C}.
\]

**Theorem 5.12.** (Poincare-Birkhoff-Witt Theorem, see [7, §17.3]) For any basis \( \{X_1, \ldots, X_n\} \) of \( \mathfrak{g}_\mathbb{C} \), \( \{X_\alpha = X_1^{\alpha_1} \cdots X_n^{\alpha_n} : \alpha \in \mathbb{Z}_{\geq 0}^n \} \) is a basis of \( U(\mathfrak{g}_\mathbb{C}) \).

We may now restate what the characterization of \( \mathbb{D} \) given earlier.

**Proposition 5.13.** As algebras, \( \mathbb{D}_G(G) \cong U(\mathfrak{g}_\mathbb{C}) \).

**EXERCISES**

(5.1) Give an example for which the conclusion of Prop. 5.2 fails if \( G \) is not second countable.

(5.2) Let \( G = H_{2n+1} \) be the Heisenberg group defined as \( \mathbb{R}^{2n+1} \) with multiplication given by \( (x, y, z) \cdot (x', y', z') = (x + x', y + y', z + z' + x \cdot y') \) (where \( x \cdot y' \) is the usual dot product on \( \mathbb{R}^n \)). Find generators of \( \mathbb{D}_G(G) \) in terms of \( \frac{\partial}{\partial x_i}, \frac{\partial}{\partial y_i}, \) and \( \frac{\partial}{\partial z} \).

(5.3) Prove that there is a one-to-one correspondence between complex representations of a complex Lie algebra and modules over the enveloping algebra.

(5.4) Suppose that \( G \) is a Lie group with Lie algebra \( \mathfrak{g} \). Show that the adjoint action of \( G \) on \( \mathfrak{g} \) extends to a representation on \( U(\mathfrak{g}) \) (by \( \text{Ad}(g)(Y_1 Y_2 \cdots Y_N) = \text{Ad}(g)(Y_1) \text{Ad}(g)(Y_2) \cdots \text{Ad}(g)(Y_N)) \). Show that this representation is \( G \)-finite in the sense that \( \text{span}\{\text{Ad}(g)u : g \in G\} \) is finite dimensional for any \( u \in U(\mathfrak{g}) \). Describe the differential of the \( \text{Ad} \)-representation on \( U(\mathfrak{g}) \). Show that if \( G \) is a reductive group then under the \( \text{Ad} \)-representation \( U(\mathfrak{g}) \) decomposes into a direct sum of irreducible finite dimensional representations. (Hint: you may wish to consider the filtration \( U_n = \text{span}\{Y_1 Y_2 \cdots Y_k : Y_i \in \mathfrak{g}, k \leq n\} \).)

(5.5) Suppose that \( \mathfrak{h} \) is a Lie subalgebra of the complex Lie algebra \( \mathfrak{g} \) and \( \mathfrak{m} \) is a vector space complement of \( \mathfrak{h} \) in \( \mathfrak{g} \). Fix a basis \( \{Y_1, \ldots, Y_m\} \) of \( \mathfrak{m} \). Show that \( U(\mathfrak{g}) = \text{span}\{Y^\beta : \beta \in \mathbb{Z}_{\geq 0}^m\} \oplus U(\mathfrak{g})\mathfrak{h} \).
LECTURE 6.
DIFFERENTIAL OPERATORS BETWEEN SECTIONS OF BUNDLES, I

Suppose that $E$ and $F$ are complex vector spaces and $C^\infty(\mathbb{R}^n, E)$ is the space of smooth $E$-valued function in $\mathbb{R}^n$. Then a linear map $D : C^\infty(\mathbb{R}^n, E) \to C^\infty(\mathbb{R}^n, F)$ is a differential operator if it is of the form
\begin{equation}
D = \sum a_\alpha \frac{\partial^\alpha}{\partial x^\alpha}
\end{equation}
where $a_\alpha \in C^\infty(\mathbb{R}^n, \text{Hom}(E, F))$.

Now suppose that $M$ is a smooth manifold and $\pi_E : E \to M$ and $\pi_F : F \to M$ are smooth vector bundles over $M$. Then for any $p \in M$, there is a coordinate neighborhood $U$ of $p$ so that we have local trivializations $\pi_E^{-1}(U) \simeq U \times E$ and $\pi_F^{-1}(U) \simeq U \times F$. A linear map $D$ from smooth sections of $E$ to smooth sections of $F$ is a differential operator if in each local trivialization $D$ is in the form of (6.1). The smallest integer $k$ with $\sum \alpha_j \leq k$, for all $\alpha$ for which $a_\alpha \neq 0$, is called the order of $D$.

**Example 6.2.** Let $M$ be any smooth manifold and $E$ (resp. $F$) be the bundle of $p$-forms (resp. $p + 1$-forms) on $M$. Locally a $p$-form is expressed as $\omega = \sum_{j_1 < \ldots < j_p} a_{j_1 \ldots j_p} dx_{j_1} \wedge \ldots dx_{j_p}$. Then exterior differentiation is an example of a first order differential operator: $d\omega = \sum_{j_1 < \ldots < j_p} \sum_{k=1}^n \frac{\partial a_{j_1 \ldots j_p}}{\partial x_k} dx_k \wedge dx_{j_1} \wedge \ldots dx_{j_p}$.

Now let $H$ be a closed subgroup of a Lie group $G$, and let $\sigma : G \to GL(E)$ be a (smooth) representation. Then a vector bundle over $G/H$ with fiber $E$ over the identity coset may be constructed as follows. Define an equivalence relation on $G \times E$ by $(gh, v) \sim (g, \sigma(h)v)$, for $g \in G, h \in H$ and $v \in E$. Then set $E = G \times E/\sim$. The notation $G \times_H E$ is often used for $E$. Let $\pi : E \to G/H$ be the map $(g, v) \mapsto gH$.

**Proposition 6.3.** $E$ has a unique structure of smooth manifold so that $\pi : E \to G/H$ is a smooth vector bundle. The space of smooth sections may be identified with
\[ C^\infty(G/H, E) \equiv \{ f : G \to E \mid f \text{ is smooth and } f(gh) = \sigma(h^{-1})f(g), \text{ for all } h \in H, g \in G \}. \]

Exercise (6.2) asks for a proof of this proposition.

A homogeneous vector bundle over $G/H$ is a finite rank bundle $\pi : E \to G/H$ with an action of $G$ satisfying
\begin{align*}
(1) \quad & \pi(gv) = q\pi(v) \text{ for all } g \in G \text{ and } v \in E, \\
(2) \quad & \text{the action of } H \text{ on } \pi^{-1}(eH) \text{ is by linear transformations.}
\end{align*}

It is a fact that each homogeneous vector bundle is equivalent to $G \times_H E$ for the representation of $H$ on $E \equiv \pi^{-1}(eH)$.
**Example 6.4.** Here are a few standard examples.

<table>
<thead>
<tr>
<th>$E$</th>
<th>$\mathcal{E}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathfrak{g}/\mathfrak{h}$</td>
<td>Tangent bundle</td>
</tr>
<tr>
<td>$(\mathfrak{g}/\mathfrak{h})^*$</td>
<td>Cotangent bundle</td>
</tr>
<tr>
<td>$\wedge^p(\mathfrak{g}/\mathfrak{h})^*$</td>
<td>Bundle of $p$-forms</td>
</tr>
</tbody>
</table>

**Example 6.5.** Let $Z = \mathbb{CP}(n)$, complex projective $n$-space. Therefore, $Z = \{\text{complex lines in } \mathbb{C}^{n+1} \text{ through the origin}\}$. We will denote the line through $v \in \mathbb{C}^{n+1}$ by $[v]$. Then $Z$ is a smooth manifold in a natural way. $GL(n+1, \mathbb{C})$ acts transitively on $Z$, so $Z \simeq GL(n+1, \mathbb{C})/P$ where

$$P = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix}, a \in \mathbb{C}^\times, b \in \mathbb{C}^n \text{ and } d \in GL(n, \mathbb{C}) \right\}$$

(the stabilizer of the column vector $e_1 \simeq [(1,0,\ldots,0)^t]$). The family of one dimensional representations

$$\chi_m\left(\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}\right) = a^m$$

define the powers of the canonical bundle $\mathcal{L}_1$. Let’s check that $\mathcal{L}_1$ is the homogeneous bundle for the character $\chi_1$. The canonical bundle is defined as the disjoint union of all lines through the origin of $\mathbb{C}^{n+1}$. The fiber over a point $Z$ in projective space is the line $Z$. It is enough to see that $\mathcal{L}_1$ is a homogeneous vector bundle and that the action of $P$ on the fiber $\pi^{-1}([e_1]) = \mathbb{C}e_1$ is by $\chi_1$:

$$\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}ze_1 = aze_1 = \chi_1\left(\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}\right)(ze_1).$$

Our interest will be in homogeneous vector bundles. The space of sections $\mathcal{C}^\infty(G/H, \mathcal{E})$ is a representation of $G$. The action is by left translation of sections: $(\ell_g f)(x) = f(g^{-1}x)$. It is also the case that the space of sections is a representation of the Lie algebra $\mathfrak{g}$ of $G$: $(X \cdot f)(x) = \frac{d}{dt}f(\exp(-tX)x)|_{t=0}$.

So let $(\mathcal{E}, \mathcal{F})$ be finite dimensional representation of $H$ and let $\mathcal{E} \to G/H$ and $\mathcal{F} \to G/H$ be the corresponding homogeneous vector bundles. Then the space of differential operators from $\mathcal{E} \to G/H$ to $\mathcal{F} \to G/H$ will be denoted by $\mathcal{D}(\mathcal{E}, \mathcal{F})$. Such a differential operator $D$ is $G$-invariant means that $D(\ell_g f) = \ell_g D(f)$ for all $g \in G$ and all smooth sections $f$ of $\mathcal{E}$. The space of $G$-invariant differential operators will be denoted by $\mathcal{D}_G(\mathcal{E}, \mathcal{F})$.

We will identify the space $\mathcal{D}_G(\mathcal{E}, \mathcal{F})$ in terms of the enveloping algebra. The statement is contained in Prop. 6.11. It is a generalization of Prop. 5.13. The statement and proof require a little preparation.

Consider the Lie algebra $\mathfrak{h}$. Then the representation of $\mathfrak{h}$ on $E$ gives $E$ a $U(\mathfrak{h})$-module structure defined by $Y_1 \cdots Y_N v = \sigma(Y_1) \cdots \sigma(Y_N)v$, for $Y_1, \ldots, Y_N \in \mathfrak{g}$. (See Exercise 5.3.) Consider the representation of $\mathfrak{h}$ on $\text{Hom}_C(E, \mathcal{F})$ as defined in (4.3). Then $\text{Hom}_C(E, \mathcal{F})$ is a $U(\mathfrak{h})$-module as follows. There is an antiautomorphism of $U(\mathfrak{h})$ defined $(Y_1Y_2 \cdots Y_N)^* = (-1)^N Y_N \cdots Y_2 Y_1$, whenever $Y_j \in \mathfrak{h}$, and extending
linearly to all of $\mathcal{U}(\mathfrak{h})$. Then for $T \in \text{Hom}_C(E, F), u \in \mathcal{U}(\mathfrak{h})$ the module action is given by $(u \cdot T)(v) = T(u^o v)$. Let $\mathcal{J}$ be the submodule of $\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)$ generated by 
\[ uh \otimes T - u \otimes (T \circ (h^o)), \text{ for } u \in \mathcal{U}(\mathfrak{g}), h \in \mathcal{U}(\mathfrak{h}) \text{ and } T \in \text{Hom}(E, F). \]

Then we define \(^1\)

\[ \mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F) = \mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F) / \mathcal{J}. \]

This is the usual tensor product of the right $\mathcal{U}(\mathfrak{h})$-module $\mathcal{U}(\mathfrak{g})$ with the left $\mathcal{U}(\mathfrak{h})$-module $\text{Hom}_C(E, F)$ (left action defined by $h \cdot T = T \circ (h^o)$).

Now consider any finite dimensional vector space $F$. Let $C^\infty(G, F)$ be the space of smooth functions from $G$ to $F$. We will temporarily use the notation of $\mathcal{D}_G(\mathcal{E}, F)$ for the vector space of linear maps from $C^\infty(G/H, \mathcal{E}) \to C^\infty(G, F)$ with the following two properties. (1) In any local coordinate system

\[ (6.6) \quad D = \sum_\alpha a_\alpha \frac{\partial^{\alpha}}{\partial x^\alpha}, \]

with $a_\alpha$ a smooth function with values in $\text{Hom}_C(E, F)$, and (2) for each $g \in G$,

\[ D(\ell_g f) = \ell_g D(f). \]

For each $\sum u_j \otimes T_j \in \mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)$, define an element of $\mathcal{D}_G(\mathcal{E}, F)$ by

\[ (\sum u_j \otimes T_j)f \equiv \sum_j T_j(R(u_j)f) \]

for all $f \in C^\infty(G/H, \mathcal{E})$. For $Y \in \mathfrak{h}, u \in \mathcal{U}(\mathfrak{g})$ and $T \in \text{Hom}_C(E, F),$

\[ ((uY \otimes T)f)(g) = T((R(u)R(Y)f)(g)) \]

\[ = T(\frac{d}{dt}\sigma(\exp(-tY))(R(u)f)(g))|_{t=0} \]

\[ = ((u \otimes T \circ d\sigma(Y^o)f)(g). \]

Therefore $\mathcal{J}^\perp = 0$, so there is a well-defined map $\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)$ into $\mathcal{D}_G(\mathcal{E}, F)$.

The following lemma describes $\mathcal{D}_G(\mathcal{E}, F)$ in terms of the enveloping algebra.

**Lemma 6.7.** The map $\sum u_j \otimes T_j \mapsto (\sum u_j \otimes T_j)^\perp$ is an isomorphism

\[ \mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F) \to \mathcal{D}_G(\mathcal{E}, F). \]

\(^1\)The definition here is that of the usual tensor product for modules over an algebra. If $M$ is a right module over an algebra $R$ and $N$ is a left module over $R$, then $M \otimes_R N$ is $M \otimes_C N / J$, where $J$ is the subspace generated by all $mr \otimes n - m \otimes rn$. If $M$ is also a left module for another algebra $S$, then $M \otimes_R N$ is a left $S$ module by $s \cdot (m \otimes n) = (sm) \otimes n$. 35
Proof. We need to see that the map is surjective and injective. For surjectivity, let $D : C^\infty(G/H, \mathcal{E}) \to C^\infty(G, F)$ be $G$-invariant and satisfy (6.6). By applying Lemma 5.9 we may write, in a neighborhood of $e$, each $\frac{\partial}{\partial x^\alpha}$ as a linear combination (over $C^\infty$) of $R(X^\beta g)$ for various multi-indices $\beta$. Therefore,

$$(Df)(g) = \sum_\alpha a_\alpha(g)(R(X^\alpha)f)(g)$$

with $a_\alpha \in C^\infty(G, \text{Hom}(E, F))$ and $g$ in a neighborhood of $e$. By $G$-invariance

$$Df(g) = (\ell_g^{-1}Df)(e)$$

$$= \sum_\alpha a_\alpha(e)R(X^\alpha)(\ell_g^{-1}f)(e)$$

$$= \sum_\alpha a_\alpha(e)(R(X^\alpha)f)(g)$$

$$= \sum_\alpha ((X^\alpha \otimes a_\alpha(e))\tilde{f})(g).$$

For injectivity we will use two fairly easy facts. The proofs are left as exercises. Let $\{Y_1, \ldots, Y_m\}$ be a basis of $\mathfrak{m}$ (with $\mathfrak{m}$ any vector space complement of $\mathfrak{h}$ in $\mathfrak{g}$).

**Fact 6.8.** If $V$ is any $\mathcal{U}(\mathfrak{h})$-module, then

$$\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{h})} V \simeq \text{span}\{Y^\beta : \beta \in \mathbb{Z}_{\geq 0}^m\} \otimes V$$

as vector spaces, and if $\{v_j\}$ is a basis of $V$, then $X^\beta \otimes v_j$ is a basis of $\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{h})} V$.

(The proof is similar to the proof in Exercise (5.5).)

**Fact 6.9.** There is a neighborhood $U$ of 0 in $\mathfrak{m}$ so that

$$\exp : U \to \pi(\exp(U))$$

is a diffeomorphism, and

$$C^\infty(G/H, \mathcal{E}) \to C^\infty(\exp(U), E)$$

$$f \mapsto f|_{\exp(U)}$$

is onto.

(The idea of the proof is to begin with a coordinate neighborhood $V$ of 0 in $\mathfrak{m}$. Take $U$ to be an open ball about 0 in $\mathfrak{m}$ (with respect to any metric) contained on $V$. Now let $F \in C^\infty(\exp(U), E)$. Then $F$ extends to a smooth function $F_0 : \exp(U) \to E$ (why?). Now set $f_0(\exp(X)h) = \sigma^{-1}(h)f_0(\exp(X)), X \in V, h \in H$. Apply the $C^\infty$-Urysohn Lemma to extend to a function $f$ in all of $G$.)

Now we return to injectivity of our map $\sum u_j \otimes T_j \mapsto (\sum u_j \otimes T_j)$. Lemma 5.9 says that $\{R(Y^\beta)\}$ is independent over $C^\infty(\exp(U))$ (as a set of vector fields on
Suppose that \((\sum u_j \otimes T_j)f = 0\), for all \(f \in C^\infty(G/H, \mathcal{E})\). For injectivity we need to conclude that \(\sum \beta Y^\beta \otimes T_\beta = 0\) in \(\mathcal{U}(\mathfrak{g}) \otimes_{U(b)} \text{Hom}(E, F)\). By Fact 6.9 we know that
\[
\sum T_\beta(R(Y^\beta)f)(g) = \sum (R(Y^\beta)(T \circ F))(g) = 0,
\]
for all \(F \in C^\infty(\exp(U), E)\) and all \(g \in \exp(U)\). By the independence of \(\{R(Y^\beta)\}\) (applied to each coordinate of \(T_\beta \circ F\)), \(T_\beta(F(g)) = 0\) for all \(F \in C^\infty(\exp(U), E)\), so \(T_\beta = 0\) for all \(gb\). This completes the proof. \(\square\)

The group \(H\) acts on \(\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\) by
\[
h \cdot (u \otimes T) = \text{Ad}(h)u \otimes \varrho(h)T \sigma(h^{-1}), \; h \in H.
\]
For \(h \in H, Y \in \mathfrak{h}, u \in \mathcal{U}(\mathfrak{g})\) and \(T \in \text{Hom}_C(E, F)\),
\[
h \cdot (uY \otimes T - u \otimes (T \circ d\sigma(Y^\circ))) \in \mathcal{J}
\]
so that action of \(H\) preserves \(\mathcal{J}\). Thus, (6.10) is well-defined on \(\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\).

Denote by \(\{\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\}^H\) the space of all elements in \(\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\) which are fixed by this action of \(H\).

**Proposition 6.11.** ([11, Prop. 1.2]) For homogeneous vector bundles \(\mathcal{E}\) and \(\mathcal{F}\) over \(G/H\)
\[
\mathbb{D}_C(\mathcal{E}, \mathcal{F}) \simeq \{\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\}^H.
\]

**Proof.** In view of Lemma 6.7, it is enough to show that \((\sum u_j \otimes T_j)f \in C^\infty(G/H, \mathcal{F})\) for all \(f \in C^\infty(G/H, \mathcal{E})\) if and only if \(\sum u_j \otimes T_j \in \{\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\}^H\).

Let \(f \in C^\infty(G/H, \mathcal{E})\). For \(X \in \mathfrak{g}\) and \(T \in \text{Hom}_C(E, F)\),
\[
((X \otimes T)f)(gh) = T\left(\frac{d}{dt} f(gh \exp(tX))|_{t=0}\right)
= T\left(\frac{d}{dt} f(g \exp(t \text{Ad}(h)X)h)|_{t=0}\right)
= T(\sigma(h^{-1})(R(\text{Ad}(h)X)f)(g))
= \varrho(h^{-1})(h \cdot (X \otimes T)f)(g).
\]
It follows that for \(u_j \in \mathcal{U}(\mathfrak{g})\) and \(T_j \in \text{Hom}_C(E, F)\)
\[
(\sum (u_j \otimes T_j)f)(gh) = \varrho(h^{-1})(\sum (h \cdot (u_j \otimes T_j))f)(g).
\]
Therefore, \(\sum (u_j \otimes T_j)f \in C^\infty(G/H, \mathcal{F})\), for all \(f \in C^\infty(G/H, \mathcal{E})\) if and only if \(\sum (u_j \otimes T_j) = h \cdot \sum (u_j \otimes T_j)\), which is equivalent to \(\sum (u_j \otimes T_j) = h \cdot \sum (u_j \otimes T_j)\) in \(\mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F)\). \(\square\)

**EXERCISES**

(6.2) Fill in the details and prove the statements given in Example 6.5.

(6.3) Prove Prop. 6.3.
LECTURE 7.
DIFFERENTIAL OPERATORS BETWEEN SECTIONS OF BUNDLES, II

There are many interesting special cases of Prop. 6.11. In this lecture we will discuss a few.

Suppose that $G/H$ is a reductive homogeneous space. This means that $\mathfrak{h}$ has an $H$-invariant complement in $\mathfrak{g}$. Let us write this as $\mathfrak{g} = \mathfrak{m} \oplus \mathfrak{h}$, with $\text{Ad}(h)\mathfrak{m} = \mathfrak{m}$, for all $h \in H$. Then one may show that $\mathcal{U}(\mathfrak{g}) \simeq S(\mathfrak{m}) \oplus \mathcal{U}(\mathfrak{g})\mathfrak{h}$, as $H$-representations, where $S(\mathfrak{m})$ is the symmetric algebra of $\mathfrak{m}$. This decomposition of the enveloping algebra is closely related to the one of Exercise 5.5. See [6] for details.

When $E = F = \mathbb{C}$, the trivial $H$-representations, the submodule $\mathcal{J}$ is just $\mathcal{U}(\mathfrak{g})\mathfrak{h} \otimes \mathbb{C}$. Therefore,

**Corollary 7.1.** When $G/H$ is reductive,

$$D_G(G/H) \simeq S(\mathfrak{m})^H.$$  

**Example 7.2.** The $n$-sphere is a homogeneous space for $SO(n + 1)$. The group $SO(n + 1)$ acts on $\mathbb{R}^{n+1}$ by multiplication of a matrix in $SO(n + 1)$ by a column vector. The stabilizer of $(0, \ldots, 0, 1)^t$ is

$$H = \left\{ \begin{pmatrix} g' & 0 \\ 0 & 1 \end{pmatrix} : g' \in SO(n) \right\}.$$  

An $H$-invariant complement of $\mathfrak{h}$ in $\mathfrak{g}$ is

$$\mathfrak{m} = \left\{ \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ -x_1 \ -x_2 \ \cdots \ -x_n \\ 0 \end{pmatrix} \right\}.$$  

As an $SO(n)$-representation, $\mathfrak{m}$ is equivalent to the standard representation on $\mathbb{R}^n$. If $\{X_1, \ldots, X_n\}$ is an orthonormal basis of $\mathfrak{m}$ (with respect to the negative of the trace form), then $S(\mathfrak{m})^H \simeq \text{span}\{ (\sum X_j^2)^k : k = 0, 1, 2, \ldots \}$. The corresponding invariant differential operators are the powers of the Laplacian $\Box = \sum R(Y_j)^2$.

Continuing with the hypothesis that $G/H$ is a reductive homogeneous space and $\mathfrak{m}$ is an invariant complement, many first order differential operators may be constructed. The first we consider is exterior differentiation (the $d$-operator). By (5.3) the tangent space of $G/H$ at the identity may be identified (as an $H$-representation) with $\mathfrak{m}$. For $X^* \in \mathfrak{m}^*$, let $\epsilon(X^*) : \wedge^p \mathfrak{m}^* \to \wedge^{p+1} \mathfrak{m}^*$ be exterior multiplication, i.e., $\epsilon(X^*)\omega = X^* \wedge \omega$. Choose a basis $\{X_j\}$ of $\mathfrak{m}$ and let $\{X_j^*\}$ be the dual basis.

**Claim:** $\delta = \sum X_j \otimes \epsilon(X_j^*)$ is an $H$-invariant in $S(\mathfrak{m}) \otimes \text{Hom}_\mathbb{C}(\wedge^p \mathfrak{m}^*, \wedge^{p+1} \mathfrak{m}^*)$.

First we check that $\delta$ is independent of the basis (and dual basis) used. Let $\{Y_j\}$ be
another basis of $\mathfrak{m}$ with dual basis \( \{ Y_j^* \} \). Write $X_j = \sum a_{kj} Y_k$ and $X_j^* = \sum b_{ij} Y_i^*$. Then
\[
\sum_j X_j \otimes e(X_j^*) = \sum_{j,k,l} a_{kj} b_{lj} Y_k \otimes e(Y_l^*) = \sum_{j,k,l} (\sum_j a_{kj} b_{lj}) Y_k \otimes e(Y_l^*).
\]
(7.3)

However, the fact that \( \{ X_j \} \) and \( \{ X_j^* \} \) are dual bases, gives us \( \delta_{kl} = X_k^*(X_l) = \sum_p b_{pk} Y_p^*(\sum_q a_{pqt} Y_q) = \sum_p b_{pk} a_{pql} \). That is, the matrices \( A = (a_{ij}) \) and \( B = (b_{ij}) \) satisfy $A^t = B^{-1}$. Now it follows that the last term in (7.3) is $\sum Y_k \otimes e(Y^*_k)$. Now we check that $h \cdot \sum X_j \otimes e(X_j^*) = \sum X_j \otimes e(X_j^*)$. Note that $h \cdot \sum X_j \otimes e(X_j^*) = \sum_j (\text{Ad}(h)X_j) \otimes e(\text{Ad}(h)X_j^*)$. Since $(\text{Ad}(h)X_j^*)(\text{Ad}(h)X_k^*) = X_j^*(X_k^*) = \delta_{jk}$ we see that $\{ \text{Ad}(h)X_j \}$ and $\{ \text{Ad}(h)X_j^* \}$ are a pair of dual bases. The claim now follows from independence of basis.

It follows that a $G$-invariant operator $d$ corresponds to $\delta$. The formula is $d = \sum_j R(X_j) \otimes e(X_j)$. This is exterior differentiation.

Many $G$-invariant differential operators of order one on a symmetric space may be easily constructed. A symmetric space is of the form $G/K$, where $K$ is a maximal compact subgroup. As discussed in Lecture 1, the Cartan decomposition $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{s}$ satisfies $[\mathfrak{t}, \mathfrak{s}] \subset \mathfrak{s}$. Therefore $\mathfrak{s}$ is a $K$-invariant complement to $\mathfrak{t}$ in $\mathfrak{g}$. Let $E$ be a vector bundle over $G/K$. Define $t(X) : E \to \mathfrak{s} \otimes E$ by $t(X)v = X \otimes v$. Fix an orthonormal basis $\{ X_j \}$ of $\mathfrak{s}$. Then a calculation similar to the calculation above shows that $\sum X_j \otimes t(X_j)$ is a $K$-invariant in $S(\mathfrak{s}) \otimes \text{Hom}_C(E, \mathfrak{s} \otimes E)$. The corresponding differential operator is $\sum R(X_j) \otimes t(X_j)$.

One may say more. Suppose the $E$ and $\mathcal{F}$ are homogeneous bundles over $G/K$. Then $\text{Hom}_K(\mathfrak{s} \otimes E, F)$ is isomorphic to a $K$-subrepresentation of $D_G(E, F)$. (This follows from the fact that $\mathfrak{s}^* \simeq \mathfrak{s}$ and $\{ \mathfrak{s} \otimes \text{Hom}_C(E, F) \}^K \simeq \{ \mathfrak{s} \otimes E^* \otimes F \}^K \simeq \text{Hom}_K(\mathfrak{s} \otimes E, F)$.) The differential operator corresponding to $p \in \text{Hom}_K(\mathfrak{s} \otimes E, F)$ is $p \circ (\sum X_j \otimes t(X_j))$. In particular, each irreducible constituent $F$ of $\mathfrak{s} \otimes E$ gives a first order differential operator. Each first order differential operator arises this way.

Now we consider the homogeneous space $G/\bar{P}$, where $\bar{P}$ is a parabolic subgroup of a reductive Lie group $G$. Then $G/\bar{P}$ is not a reductive homogeneous space. This case will be of particular interest to us in the remaining lectures.

As usual, write $P = LN$ with $N$ the nilradical and $L$ a reductive subgroup. As above, let $(\sigma, E)$ and $(\rho, F)$ be finite dimensional representations of $\bar{P}$.

By Prop. 6.11,
\[
D_G(E, F) \simeq \{ \mathcal{U}(\mathfrak{g}) \otimes \text{Hom}_C(E, F) \}^P \simeq \{ \mathcal{U}(\mathfrak{g}) \otimes (E^* \otimes F) \}^P.
\]
In the right hand side $E^* \otimes F$ is a $\mathcal{U}(\mathfrak{p})$-module by the dual representation $\sigma^*$ of $\mathfrak{p}$ on $E^*$ and trivial action on $F$. 39
The map

\[
\mathcal{U}(g) \otimes (E^* \otimes F) \to (\mathcal{U}(g) \otimes E^*) \otimes F
\]

\[
u \otimes (e^* \otimes f) \mapsto (u \otimes e^*) \otimes f
\]

is an isomorphism as \(\bar{P}\)-representations. Now, for very general reasons, we have

\[
\{ (\mathcal{U}(g) \otimes E^*) \otimes F \}_{\bar{P}}
\]

\[
\cong \text{Hom}_{\bar{P}}(F^*, \mathcal{U}(g) \otimes E^*)
\]

\[
\cong \text{Hom}_{L, \bar{\pi}}(F^*, \mathcal{U}(g) \otimes E^*).
\]

It should be noted that \(N\) is connected, so in the second isomorphism above, equivariance with respect to \(L\) and \(\bar{\pi}\) is equivalent to equivariance with respect to \(\bar{P}\). If \(\bar{N}\) acts trivially on \(F\) then

\[
(7.5) \quad \{ (\mathcal{U}(g) \otimes E^*) \otimes F \}_{\bar{P}} \cong \text{Hom}_{L, \bar{\pi}}(F^*, \{ (\mathcal{U}(g) \otimes E^*) \}_{\bar{P}}).
\]

The following characterization of the invariant differential operators has now been proved.

**Proposition 7.6.** For a parabolic subgroup \(\bar{P}\) of a reductive group \(G\), and homogeneous vector bundles \(E\) and \(F\) defined by representations of \(\bar{P}\) on \(E\) and \(F\),

\[
\mathcal{D}_G(E, F) \cong \text{Hom}_{L, \bar{\pi}}(\mathcal{U}(g) \otimes F^*, \mathcal{U}(g) \otimes E^*)
\]

**Proof.** By the above discussion

\[
\mathcal{D}_G(E, F) \cong \text{Hom}_{L, \bar{\pi}}(\mathcal{U}(g) \otimes F^*, \mathcal{U}(g) \otimes E^*)
\]

Now

\[
\text{Hom}_{L, \bar{\pi}}(F^*, \mathcal{U}(g) \otimes E^*) \cong \text{Hom}_{L, \bar{\pi}}(F^*, \mathcal{U}(g) \otimes E^*)
\]

\[
\cong \text{Hom}_{L}(\mathcal{U}(g) \otimes F^*, \mathcal{U}(g) \otimes E^*).
\]

The last isomorphism is the general fact for modules over rings (with identity) that

\[
\text{Hom}_R(R \otimes M, N) \cong \text{Hom}_S(M, N).
\]

**Corollary 7.7.** If, under the hypothesis of the proposition, \(\bar{N}\) is trivial on \(F\), then

\[
\mathcal{D}_G(E, F) \cong \text{Hom}_L(F^*, \{ (\mathcal{U}(g) \otimes E^*) \}_{\bar{P}}).
\]

As we will see in Lecture 11, this proposition and corollary reduce the search for invariant differential operators to an algebraic question.
EXERCISES

(7.1) What are the invariant differential operators on $\text{SL}(2, \mathbb{R})/\text{SO}(2)$?

(7.2) Show that the formula for exterior differentiation found above coincides with the usual one (defined for example in Example 6.2).

(7.3) Determine all $G$-invariant differential operators from the bundle $\mathcal{L}_k$ to $\mathcal{L}_m$ on $\text{SL}(2, \mathbb{R})/\bar{P}$. Here $\mathcal{L}_m$ denotes the homogeneous bundle for the character

$$
\chi_m \left( \begin{pmatrix} a & 0 \\ c & d \end{pmatrix} \right) = a^m
$$

of $\bar{P}$.

(7.4) Verify the isomorphisms (7.4) and (7.5).
LECTURE 8.  
CONFORMALLY INVARIANT SYSTEMS, I

Suppose that $g$ is a real or complex Lie algebra and $M$ is a smooth manifold. Assume that there is a map $\pi : g \to D(M)$ satisfying the following two conditions.

(A1) $\pi$ is a Lie algebra homomorphism, i.e., $\pi([X,Y]) = [\pi(X), \pi(Y)]$ (the bracket on the righthand side being the commutator of differential operators).

(A2) For each $X \in g$, $\pi(X)$ is a first order differential operator.

By condition (2) each $\pi(X)$ may be decomposed as $\pi(X) = \pi_0(X) + \pi_1(X)$, with $\pi_0(X)$ multiplication by a smooth function on $M$ and $\pi_1(X)$ a vector field on $M$.

Given a vector bundle $E \to M$, we say that $E \to M$ is a $g$-bundle if there is a linear map $\pi_E : g \to D(E)$ satisfying

1. $\pi_E([X,Y]) = [\pi_E(X), \pi_E(Y)]$, and
2. $[\pi_E(X), f] = \pi_1(X)f$,.

for all $X, Y \in g$ and all $f \in C^\infty(M)$.

**Definition 8.1.** A conformally invariant system on $E$ (with respect to $\pi$ and $\pi_E$) is a finite set of differential operators $D_1, \ldots, D_n \in D(E)$ so that

1. $\{D_1, \ldots, D_n\}$ is linearly independent at each point of $M$, and
2. for each $X \in g$ there is an $n \times n$ matrix $C(X)$ of smooth functions on $M$ so that in $D(E)$

$$[\pi_E(X), D_j] = \sum_i C_{ij}(X) D_i.$$

The map $C : g \to M_{n \times n}(C^\infty(M))$ is called the structure operator. Two conformally invariant systems $D_1, \ldots, D_n$ and $D'_1, \ldots, D'_n$ are said to be equivalent if there is an invertible matrix in $A \in M_{n \times n}(C^\infty(M))$ so that

$$D'_j = \sum_i A_{ij} D_i.$$

A conformally invariant system $D_1, \ldots, D_n$ is reducible if there is an equivalent conformally invariant system $D'_1, \ldots, D'_m$ for which $D'_1, \ldots, D'_m$, $m < n$, is a conformally invariant system.

Observe that the common solution space of $D_j = 0$ is a $g$-invariant subspace of $C^\infty(M,E)$. Furthermore, two equivalent conformally invariant systems have the same common solution spaces.

**Lemma 8.2.** Let $C$ be the structure operator for a conformally invariant system. Then for $X, Y \in g$,

$$C([X,Y]) = \pi_1(X)C(Y) - \pi_1(Y)C(X) + [C(X), C(Y)].$$

**Proof.** Let $D_1, \ldots, D_n$ be a conformally invariant system with structure operator $C$. Then
On the other hand
\[ [\pi_E([X,Y]), D_j] = [\pi_E(X), [\pi_E(Y), D_j]], \]
by condition (1) of the definition of \( g \)-bundle,
\[ = [\pi_E(X), [\pi_E(Y), [\pi_E(X), D_j]]], \]
by the Jacobi identity,
\[ = [\pi_E(X), \sum_k C_{kj}(Y) D_k] - [\pi_E(Y), \sum_k C_{kj}(X) D_k] \]
\[ = \sum_k ( [\pi_E(X), C_{kj}(Y)] D_k + C_{kj}(Y) [\pi_E(X), D_k] ) \]
\[ - \sum_k ( [\pi_E(Y), C_{kj}(X)] D_k - C_{kj}(X) [\pi_E(Y), D_k] ) \]
\[ = \sum_k (\pi_1(X)C_{kj}(Y)) D_k + \sum_{i,k} C_{ik}(X)C_{kj}(Y) D_i \]
\[ - \sum_k (\pi_1(Y)C_{kj}(X)) D_k - \sum_{i,k} C_{ik}(Y)C_{kj}(X) D_i, \]
by condition (2) of the definition of \( g \)-bundle,
\[ = \sum_i (\pi_1(X)C_{ij}(Y) - \pi_1(Y)C_{ij}(X) \]
\[ + \sum_k (C_{ik}(X)C_{kj}(Y) - C_{ik}(Y)C_{kj}(X)) D_i. \]

The lemma now follows by comparing the two expressions for \([\pi_E([X,Y]), D_j]\). □

The theory of conformally invariant systems is developed in great generality in [1]. However, at this point we will consider a special case of the above formalism which is of particular interest.

The situation we will focus on is related to the so-called principal series representations of a real reductive Lie group. Therefore, we let \( G \) be a real reductive Lie group and \( P \) a parabolic subgroup of \( G \). Then \( P \) has Levi decomposition \( P = LN \) and we let \( \bar{P} = L\bar{N} \) be as in (3.7). We have no need to carefully define the principal series representations. The representations of interest to us are constructed by ‘inducing’ an irreducible finite dimensional representation \( (\sigma, E) \) of \( \bar{P} \). The irreducibility of \( E \) guarantees that \( \sigma(\bar{n}) = I_E \) for all \( \bar{n} \in \bar{N} \). There is a representation of \( G \) on the space \( C^\infty(G/\bar{P}, E) \) of smooth sections of the homogeneous vector bundle \( E \to G/\bar{P} \) given by
\[ (\Pi(g)\varphi)(x) = \varphi(g^{-1}x)), \varphi \in C^\infty(G/\bar{P}, E). \]

We have not said what a representation of a Lie group on an infinite dimensional space is - there are some continuity conditions which are required to hold - however
it suffices here to simply note two points. First, \( \Pi(g_1)\Pi(g_2) = \Pi(g_1g_2) \), and second \( \Pi \) may be differentiated in the sense that \( \pi(X)f = \frac{d}{dt}\Pi(\exp(tX))f \) exists and gives a function in \( C^\infty(G/P, \mathcal{E}) \). It follows that \( \pi([X,Y]) = [\pi(X), \pi(Y)] \).

Instead of studying \( C^\infty(G/\bar{P}, \mathcal{E}) \) we will use an alternative realization of the representation, which is often referred to as the ‘\( N \)-picture’. For this, we apply the Bruhat decomposition (3.11). Thus \( \bar{P} \) is a dense open subset of \( G \). Then restricting sections \( \varphi \in C^\infty(G/\bar{P}) \) to \( N \) gives an injection \( C^\infty(G/\bar{P}) \to C^\infty(N, \mathcal{E}) \).

Two spaces of functions will play a role:

\[
C^\infty(N, \mathcal{E}) = \{ F : N \to \mathcal{E} : F \text{ is smooth} \}
\]

\[
C^\infty_\sigma(N) = \{ F : N \to \mathcal{E} : F = \varphi|_N \text{ for some } \varphi \in C^\infty(G/P, \mathcal{E}) \}
\]

The differential of the action of \( G \) on \( C^\infty(G/\bar{P}, \mathcal{E}) \) may be transported to an action of \( \mathfrak{g} \) on \( C^\infty_\sigma(N) \); this is done in the proof of Prop. 8.4.

Write the Bruhat decomposition of \( g \in NLN \) as

\[
g = n(g)p(g) \in N\bar{P}
\]

with the further decomposition

\[
g = n(g)l(g)n(g) \in NL\bar{N}.
\]

At the Lie algebra level write

\[
X = X_n + X_p \in \mathfrak{n} \oplus \mathfrak{p}.
\]

\[
X = X_n + X_l + X_\pi \in \mathfrak{n} \oplus \mathfrak{l} \oplus \mathfrak{\pi}.
\]

There is useful observation on the relationship between the above decompositions.

\[
X = \frac{d}{dt}\exp(tX)|_{t=0}
\]

\[
= \frac{d}{dt}n(\exp(tX))l(\exp(tX)n(\exp(tX)))|_{t=0}
\]

\[
= \frac{d}{dt}n(\exp(tX))|_{t=0} + \frac{d}{dt}l(\exp(tX))|_{t=0} + \frac{d}{dt}n(\exp(tX))|_{t=0}
\]

is the decomposition of \( X \) with respect to \( \mathfrak{g} = \mathfrak{n} \oplus \mathfrak{l} \oplus \mathfrak{\pi} \). Therefore,

\[
X_n = \frac{d}{dt}n(\exp(tX))|_{t=0},
\]

\[
X_l = \frac{d}{dt}l(\exp(tX))|_{t=0},
\]

\[
X_\pi = \frac{d}{dt}n(\exp(tX))|_{t=0},
\]

\[
X_p = \frac{d}{dt}p(\exp(tX))|_{t=0}.
\]

(8.3)
Our immediate goal is to explicitly determine the action of the Lie algebra \( g \) on \( C^\infty_\sigma(N) \). For this we define right action of \( n \) on \( C^\infty(N,E) \). When \( Y \in n \) set
\[
(R(Y)f)(n) = \frac{d}{dt}f(n\exp(tY))|_{t=0}, \quad n \in N
\]
for \( f \in C^\infty(N,E) \). The notation \( R(u), u \in \mathcal{U}(n) \) will be used for the natural extension of \( R \) to the enveloping algebra.

**Proposition 8.4.** Let \( Y \in g \). Then the action of \( g \) on \( C^\infty_\sigma(N) \) arising from the left translation on \( C^\infty(G/P, E) \) is given by
\[
(\pi_\sigma(Y)f)(n) = \sigma(\exp((\text{Ad}(n^{-1})Y)\mathcal{P}))f(n) - R((\text{Ad}(n^{-1})Y_n)f)(n), \quad n \in N.
\]
for two special cases are:
- For \( Y \in P \), \( \pi_\sigma(Y)f = \sigma(Y)f - R(\text{Ad}(\cdot^{-1})Y - Y)f \)
- For \( Y \in n \), \( \pi_\sigma(Y)f = -R(\text{Ad}(\cdot^{-1})Y)f \).

**Proof.** Suppose that \( f = \varphi|_N \). Then as long as \( g^{-1}n \in N\mathcal{P} \), we have
\[
(\pi_\sigma(g)f)(n) = \varphi(g^{-1}n) = \sigma(p(g^{-1}n)^{-1})f(n(g^{-1}n)).
\]
For \( g \) close enough to the identity, by the openness of \( N\mathcal{P} \), \( g^{-1}n \in N\mathcal{P} \). Now, taking \( g = \exp(tY) \) and differentiating at \( t = 0 \) we get:
\[
(\pi_\sigma(Y)f)(n) = \frac{d}{dt}\sigma(p(\exp(-tY)n^{-1})|_{t=0}f(n) + \frac{d}{dt}f(n(\exp(-tY)n))|_{t=0}
= \frac{d}{dt}\sigma(p(\exp(-t\text{Ad}(n^{-1})Y^{-1}))|_{t=0}f(n) + \frac{d}{dt}f(n(\exp(-t\text{Ad}(n^{-1})Y))|_{t=0}
= \sigma(\text{Ad}(n^{-1})Y_p)f(n) - R((\text{Ad}(n^{-1})Y_n)f)(n), \text{ by (8.3)}.
\]
This gives (8.5).

For the two special formulas, write \( n = \exp(X) \in N \). Then \( \text{Ad}(n^{-1})Y = Y - [X,Y] + \frac{1}{2}[X, [X,Y]] - \cdots \). So
\[
\text{Ad}(n^{-1})Y_p = Y \quad \text{and} \quad \text{Ad}(n^{-1})Y_n = \text{Ad}(n^{-1})Y - Y, \quad \text{when} \ Y \in P,

\text{Ad}(n^{-1})Y_p = 0 \quad \text{and} \quad \text{Ad}(n^{-1})Y_n = \text{Ad}(n^{-1})Y, \quad \text{when} \ Y \in n.
\]
Now the two formulas follow. \( \square \)

We will often use the formulas of the Proposition when they are evaluated at \( n = e \). Therefore we state this case separately as a corollary.

**Corollary 8.6.** In the action of \( g \) on \( C^\infty(N,E) \)
\[
(\pi_\sigma(Y)f)(e) = \sigma(Y_p)f(e) - (R(Y_n)f)(e),
(\pi_\sigma(Y)f)(e) = \begin{cases} -(R(Y)f)(e), & \text{if} \ Y \in n \\ \sigma(Y)f(e) & \text{if} \ Y \in p. \end{cases}
\]
Remark 8.7. It is an important observation that the formula of the proposition implies that πσ extends to a representation of \( g \) on \( C^\infty(N,E) \).

Applying the proposition to the trivial one dimensional representation of \( \bar{P} \) shows that there is a map \( \pi : N \to \mathbb{D}(N) \) satisfying (A1) and (A2):

\[
(\pi(X)f)(n) = -\left(R((\text{Ad}(n^{-1})X)n)f\right)(n), \quad n \in N, X \in g.
\]

The homogeneous bundle \( E \to G/\bar{P} \) restricted to \( N \) is the trivial bundle \( N \times E \to N \). We will, by slight abuse of notation, refer to this trivial bundle as \( E \). Then the space of smooth functions \( C^\infty(N,E) \) is the space of smooth sections of \( E \to N \). This bundle is a \( g \)-bundle under the action of Prop. 8.4, extended to all of \( C^\infty(N,E) \). The second property of the definition of a \( g \)-bundle holds since the first term on the right-hand side of (8.5) commutes with smooth function (in \( \mathbb{D}(E) \)).

Considering \( g \)-bundles on \( E \to N \) defined by \( \pi_\sigma \) we make the following definition.

Definition 8.8. A conformally invariant system \( D_1, \ldots, D_n \) on \( E \to N \) is called **straight** if and only if \[ [\pi_\sigma(X), D_j] = 0 \] for all \( X \in n \). Therefore, being straight is equivalent to the structure operator vanishing on \( n \).

Theorem 8.9. (1) Any conformally invariant system on \( E \to N \) is equivalent to a straight conformally invariant system.

Several comments are in order. If a differential operator \( D \in \mathbb{D}(E) \) commutes with all \( X \in n \), then \( D \) is an \( N \)-invariant differential operator. In this case we know from 6.11 (applied to \( G = N \) and \( H = \{e\} \)) that \( D \) is a linear combination of \( (u \otimes T)^e \), for some \( u \in U(n) \) and \( T \in \text{Hom}_\mathbb{C}(E,E) \).

The following proposition will be used later. It shows how certain computations may be reduced to computations at the identity.

Proposition 8.10. Suppose that \( D_1, \ldots, D_n \in \mathbb{D}(E) \) and each \( D_j \) commutes with \( \pi_\sigma(X) \), \( X \in n \). Assume that \( D_1, \ldots, D_n \) are linearly independent at \( e \) and there is a map \( b : g \to \mathfrak{gl}(n,\mathbb{C}) \) so that

\[
([\pi_\sigma(X), D_j]f)(e) = \sum_{i=1}^{n} (b(X))_{ij} (D_i f)(e),
\]

for all \( X \in g \) and all \( f \in C^\infty(N,E) \). Then \( D_1, \ldots, D_n \) is a straight conformally invariant system. The structure operator is given by \( C(X)(n) = b(\text{Ad}(n^{-1})X) \), for \( n \in N \) and \( X \in g \).

Proof. As noted above, since \( D_j \) commutes with \( \pi_\sigma(X) \), \( X \in n \), \( D_j \) is invariant under left translation \( \ell_{n^{-1}} \). Now the independence at an arbitrary \( n \) follows from \( N \)-invariance.
We will use the fact that $\ell_{n-1}\pi_\sigma(X)\ell_n = \pi_\sigma(\text{Ad}(n^{-1})X)$, which follows easily from the last formula in (8.4).

\[
([\pi_\sigma(X), D_j]f)(n) = ([\pi_\sigma(X), D_j]\ell_{n-1})(e) \\
= ([\pi_\sigma(\text{Ad}(n^{-1})X), D_j]\ell_{n-1}f)(e) \\
= \sum_i b(\text{Ad}(n^{-1}X))(D_j(\ell_{n-1}f))(e) \\
= \sum_i b(\text{Ad}(n^{-1}X))(D_jf)(e).
\]

The conformal invariance, along with the formula for the structure operator, now follows. □

EXERCISES

(8.1) If $D_1, \ldots, D_m$ is a straight conformally invariant system, show that the structure operator $C(X)$ is a matrix of constants when $X \in l$. (Hint: Consider Lemma 8.2.)
LECTURE 9.
PREHOMOGENEOUS VECTOR SPACES AND INVARIANT THEORY

Let $G$ be a complex Lie group and $\rho : G \to gl(V)$ a holomorphic representation (that is, the differential is complex linear). Then $(\rho, V)$ is a prehomogeneous vector space if there exists an open $G$-orbit in $V$. Over the next several lectures show how to use the invariant theory of a prehomogeneous vector space to construct conformally invariant systems of differential equations.

Suppose $(\rho, V)$ is a prehomogeneous vector space. A fact is that there is precisely one open orbit and this open orbit is dense in $V$. If $V = \rho(G)v$ then we call $v$ a generic element of $V$. The complement of the dense orbit is called the singular set. The singular set consists of the elements $v \in V$ so that $\dim(Stab_G(v)) > \dim(G) - \dim(V)$, and $v$ is generic if and only if $\dim(Stab_G(v)) = \dim(G) - \dim(V)$.

Here are a few simple examples. Let $G = GL(n, \mathbb{C})$ and $V = Sym(n, \mathbb{C})$. Then $\rho(g)X = gXg^t$ defines a prehomogeneous vector space. The dense orbit is $\{gg^t : g \in G\}$. This is the orbit of $I$. The stabilizer of $I$ is $\{g \in G : gg^t = I\} = O(n, \mathbb{C})$, therefore $\dim(Stab_G(v)) = \dim(G) - \dim(V)$. It follows that $B \in Sym(n, \mathbb{C})$ is generic if and only if the corresponding bilinear form is nondegenerate, i.e., $\det(B) \neq 0$. There are a finite number of orbits of $G$ on $V$. These orbits are

$$O_m \equiv \{B \in Sym(n, \mathbb{C}) : \text{rank}(B) = m\}, \quad m = 0, 1, \ldots, n.$$

Another example is the action of $G = (GL(1))^n \simeq (\mathbb{C}^*)^n$ on $\mathbb{C}^{n-1}$ given by

$$(\alpha_1, \ldots, \alpha_n) \cdot (z_1, \ldots, z_{n-1}) = \left(\frac{\alpha_1}{\alpha_2} z_1, \frac{\alpha_2}{\alpha_3} z_2, \ldots, \frac{\alpha_{n-1}}{\alpha_n} z_{n-1}\right).$$

The generic elements are precisely those elements of $\mathbb{C}^{n-1}$ having no coordinates equal to zero.

An important family of examples arises as follows. Suppose $P = LN$ is a parabolic subgroup of a complex reductive group and suppose that $N$ is abelian. Then the adjoint representation of $L$ on $\mathfrak{n}$ is a prehomogeneous vector space. In fact, $L$ has only a finite number of orbits on $\mathfrak{n}$. Examples of this form are called prehomogeneous vector spaces of parabolic type. See [10, Ch. X] for a proof of a slightly more general fact due to Vinberg.

Often a prehomogeneous vector space has a relatively invariant polynomial, that is, a polynomial $f(x)$ on $V$ satisfying $f(\rho(g)x) = \chi(g)f(x)$, for some character $\chi$ of $G$ and all $g \in G$.

The first two examples given above have relatively invariant polynomials. In the first example $\det(\rho(g)B) = \det(gBg^t) = \det(g)^2 \det(B)$, so $f(X) = \det(X)$ is a relatively invariant polynomial and $\chi(g) = \det(g)^2$ is the corresponding character of $G$. Note that the singular set is $\{B \in V : f(B) = 0\}$. Now consider the second example. The characters of $G$ are $\chi(\alpha_1, \ldots, \alpha_n) = \alpha_1^{m_1} \cdots \alpha_n^{m_n}$, for all $(m_1, \ldots, m_n) \in \mathbb{Z}^n$. Each monomial $p_k(Z) = z_1^{k_1} \cdots z_{n-1}^{k_{n-1}}$ is a relative invariant.
Then
\[ p_k((\alpha_1, \ldots, \alpha_n) \cdot Z) = \alpha_1^k \alpha_2^{k_2-k_1} \ldots \alpha_{n-1}^{k_{n-1}-k_{n-2}} \alpha_n^{-k_{n-1}} p_k(Z). \]

The semigroup of relatively invariant polynomials is generated by \( \{z_j : j = 1, \ldots, n\} \). Here the singular set is the union of the irreducible hypersurface \( \{z_j = 0\} \).

A theorem of Bernstein [3] states that for any polynomial \( f(X) \) on a vector space \( V \) there exists a polynomial differential operator \( P(s, x_j, \partial_{x_j}) \) on \( V \), polynomial in \( s \), and a polynomial \( b(s) \) so that
\[ P(s, x_j, \partial_{x_j}) f(x)^s = b(s) f(x)^{s-1}. \]

Such polynomials form an ideal in \( \mathbb{C}[s] \). One refers to the monic generator as the \( b \)-function of \( f(x) \). In general, the \( b \)-function (and the \( P(s, x_j, \partial_{x_j}) \)) are difficult to find.

One important situation for which \( P(s, x_j, \partial_{x_j}) \) can be calculated is when \( f(x) \) is the relative invariant polynomial for a prehomogeneous vector space for a reductive group \( G \). Suppose that \( G \) is a complex reductive group and \((\rho, V)\) is a prehomogeneous vector space for \( G \). Assume that \( f(x) \) is a relatively invariant polynomial; \( f(\rho(g)x) = \chi(g)f(x) \).

**Proposition 9.1.** (See [9, Prop. 2.21]) The dual \((\rho^*, V^*)\) is a prehomogeneous vector space with a relatively invariant polynomial. Denoting this relative invariant by \( f^*(x) \), we have \( f^*(\rho^*(g)y) = \chi^{-1}(g)f^*(y), g \in G, y \in V^* \) and \( \deg(f^*(y)) = \deg(f(x)) \).

To find \( P(s, x_j, \partial_{x_j}) \) we use the following construction. For a finite dimensional vector space \( W \), given a polynomial \( p(y) \in P(W^*) \) there is a unique differential operator \( p(\partial_x) \) on \( W \) with constant coefficients satisfying \( p(\partial_x)e_1(y, x) = p(x)e_1(y, x) \).

To describe this differential operator, choose a basis \( \{e_j\} \) of \( W \) and a dual basis \( \{e_j^*\} \) of \( W^* \) (i.e., a basis of \( W^* \) so that \( \langle e_j^*, e_k \rangle = \delta_{jk} \)). Write \( x = \sum x_i e_i \) and \( y = \sum y_i e_i^* \). Then \( p(\partial_x) \) is obtained from \( p(y) \) by replacing each \( y_j \) by \( \partial_{x_j} = \frac{\partial}{\partial x_j} \).

For \( (\rho, V) \) and \( G \) as above we now may state the following proposition.

**Proposition 9.2.** (See [9, Prop. 2.22]) There is a polynomial \( b(s) \) so that
\[ f^*(\partial_x) f(x)^{s+1} = b(s) f(x)^s. \]

In fact, the polynomial \( b(s) \) is the Bernstein polynomial.

**Example 9.3.** The action of \( GL(p, \mathbb{C}) \times GL(q, \mathbb{C}) \) on \( V = M_{p \times q}(\mathbb{C}) \) by \( \rho((l_1, l_2)) X = l_1 X l_2^{-1} \) defines a prehomogeneous vector space of parabolic type. Let’s assume that \( p \leq q \). Then the generic elements are the matrices of rank \( p \). There is a relative invariant if and only if \( p = q \). Let us assume this. Then \( f(X) = \det(X) \) is a relative invariant since \( f(l_1 X l_2^{-1}) = \chi(l_1, l_2) f(X) \), with \( \chi(l_1, l_2) = \det(l_1 l_2^{-1}) \). The dual representation is equivalent to \( \rho_1 : GL(p, \mathbb{C}) \times GL(q, \mathbb{C}) \to \mathfrak{g}(M_{p \times p}) \), defined
by $\rho_1(l_1,l_2) = \rho(l_2,l_1)$. (Check: If $\langle \cdot, \cdot \rangle$ is the trace form, then $X \rightarrow \langle X, \cdot \rangle$ is a vector space isomorphism $V \rightarrow V^*$. Also, $(\rho^*(l_1,l_2)(X,\cdot))(Z) = \langle X, \rho(l_1^{-1},l_2^{-1})Z \rangle = Trace(Xl_1^{-1}Zl_2) = Trace(l_2Xl_1^{-1}Z) = \langle \rho_1(l_2,l_1)X, Z \rangle$. For the dual prehomogeneous vector space the relative invariant is also $\det(Y)$. The proposition states that there is a polynomial $b(s)$ so that

$$det(\partial_{x_{ij}}) \det(X)^{s+1} = b(s) \det(X)^s. \tag{9.4}$$

This may be seen as follows. We claim that

$$F_s(X) = \det(\partial_{x_{ij}}) \det(X)^{s+1}/\det(X)^s$$

is a $GL(p,\mathbb{C}) \times GL(p,\mathbb{C})$ invariant rational function on $V$. This holds because

$$F_s(l_1Xl_2^{-1}) = \det(\partial_{l_1x_{ij}l_2^{-1}}) \det(l_1Xl_2^{-1})^{s+1}/\det(l_1Xl_2^{-1})^s = f_s(X).$$

By Exercise 9.2, $F_s(X)$ must be a constant (depending on $s$). One may check that this constant is polynomial in $s$. We arrive at (9.4). A (somewhat involved) calculation shows that $\det(\partial_{x_{ij}}) \det(X)^{s+1} = (s+1)(s+2)\ldots(s+p)\det(X)^s$.

Now we turn to invariant theory. By this we simply mean the decomposition of the symmetric algebra $S(V)$ into the direct sum of irreducible $G$ representations for a representation $(\rho, V)$ of $G$.

Let $\mathfrak{b} = \mathfrak{h} + \mathfrak{n}$ be a Borel subalgebra of $\mathfrak{g}$. Therefore a set of positive roots $\Delta^+$ is determined by requiring $\alpha \in \Delta^+$ if and only if $\mathfrak{g}(\alpha) \subset \mathfrak{n}$. Then, as discussed in Lecture 4, the highest weight vectors are the vectors in $V$ annihilated be $\mathfrak{n}$. In particular, the highest weight vectors of the irreducible constituents of $S(V)$ span

$$S(V)^\mathfrak{n} \equiv \{ u \in S(V) : X \cdot u = 0, \text{ for all } X \in \mathfrak{n} \}.$$ 

Note that since $X \cdot u_1 \cdot u_2 = (X \cdot u_1) \cdot u_2 + u_1(X \cdot u_2)$, $S(V)^\mathfrak{n}$ is a subalgebra of $S(V)$.

Since $S(V) \simeq P(V^*)$, as $G$-representations, it is equivalent to consider the question of decomposing $P(V^*)$.

When $G = SL(2,\mathbb{C})$ and $V = \mathbb{C}[X]$, the ‘standard’ representation, then

$$S(V)^\mathfrak{n} = \{ v^m : m = 0, 1, \ldots \} \simeq \mathbb{C}[v_+].$$

Here we are taking $v_+$ to be a highest weight vector in $V$. The corresponding decomposition of $S(V)$ is

$$S(V) \simeq \sum_{m=0}^{\infty} V_m,$$

with $V_m$ the irreducible representation of $SL(2,\mathbb{C})$ of dimension $m+1$.

In later lectures we will use the following theorem which describes the decomposition of $S(V)$ for a family of prehomogeneous vector spaces. Suppose that $P = LN$ is a parabolic subgroup of a complex reductive group $G$ and $N$ is abelian. The decomposition of $S(n)$ may be described in a very nice way. To do this we must introduce the notion of strongly orthogonal roots. Two roots $\alpha$ and $\beta$ are called
**strongly orthogonal** if and only if $\alpha \pm \beta$ are not roots. (Note that this means that $[g^{(\pm \alpha)}, g^{(\pm \beta)}] = 0$.)

Form a family of strongly orthogonal roots as follows. Let $\Delta^+$ be a positive system of roots defining a Borel subalgebra containing $p$. Then as described earlier, $p$ is determined by specifying one simple root $\beta_1$. Then $\Delta(l) = \text{span}\{\Delta \setminus \{\beta_1\}\} \cap \Delta$ and $\beta_1$ is the unique simple root in $\Delta(n)$. Then let us write the simple roots as $\Pi = \{\beta_1, \ldots, \beta_n\}$. Let $\{H_1, \ldots, H_n\}$ be the basis of $\mathfrak{h}$ dual to the basis $\Pi$ of $\mathfrak{h}^*$. The lexicographic order gives the positive system $\Delta^+$. We will use this order to choose a family of strongly orthogonal roots. Let $\gamma_1$ be the greatest root in $\Delta(n)$. Then choose $\gamma_2$ to be the greatest root in $\Delta(n)$ strongly orthogonal to $\gamma_1$. Continue by choosing $\gamma_j$ to be the greatest root in $\Delta(n)$ strongly orthogonal to $\gamma_1, \ldots, \gamma_{j-1}$. Continue this until there are no roots in $\Delta(n)$ strongly orthogonal to $\gamma_1, \ldots, \gamma_r$.

Fact: $\tilde{m}\tilde{\gamma} \equiv \sum_{j=1}^{r} m_j \gamma_j$ is dominant with respect to $\Delta^+(l)$ when $m_1 \geq \cdots \geq m_r$.

**Theorem 9.5.** ([14]) For $L$, $n$ and the choice of positive systems of roots as above,

$$S(n) \simeq \sum_{m_1 \geq \cdots \geq m_r \geq 0} E_{\tilde{m}\tilde{\gamma}}.$$ 

Stated slightly differently, this theorem says that there are ‘fundamental’ invariants $u_1, \ldots, u_r$ in $S(n)$ which freely generate the algebra. So $S(n) \simeq \mathbb{C}[u_1, \ldots, u_r]$, as algebras. So, $u_1^{m_1} \cdots u_r^{m_r}$ are the highest weight vectors of the irreducible constituents of $S(n)$.

**Example 9.6.** Consider the parabolic subgroup $P = LN$ in $GL(n, \mathbb{C})$, $n = p + q$, defined by the simple root $\epsilon_p - \epsilon_{p+1}$ (for the positive system of roots as in (2.8)). Assume $p \leq q$. In block form this is the subgroup

$$P = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} : a \in GL(p, \mathbb{C}), d \in GL(q, \mathbb{C}) \text{ and } b \in M_{p \times q}(\mathbb{C}) \right\}$$

Then $L \simeq GL(p, \mathbb{C}) \times GL(q, \mathbb{C})$, and the adjoint action is equivalent to the action $(\ell_1, \ell_2)X = \ell_1 X \ell_2^{-1}$, $X \in M_{p \times q}(\mathbb{C})$. The roots in $n$ are $\epsilon_i - \epsilon_j$ for $1 \leq i \leq p < j \leq p + q$. The family of strongly orthogonal roots described above is

$$\gamma_1 = \epsilon_1 - \epsilon_n,$$
$$\gamma_2 = \epsilon_1 - \epsilon_{n-1},$$
$$\vdots$$
$$\gamma_p = \epsilon_p - \epsilon_{n-p+1}$$

Then $S(n) \simeq \sum_{m_1 \geq \cdots \geq m_r \geq 0} E_{(m_1, \ldots, m_p, 0, \ldots, 0, -m_p, \ldots, -m_1)}$. 
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Example 9.7. Consider the parabolic subgroup
\[ P = \left\{ \begin{pmatrix} a & b \\ 0 & (a^t)^{-1} \end{pmatrix} : a \in GL(n, \mathbb{C}) \text{ and } b \in Sym(n, \mathbb{C}) \right\} \]
in $Sp(2n, \mathbb{C})$. Then $L \simeq GL(n, \mathbb{C})$ and the action on $n \simeq Sym(n, \mathbb{C})$ is $\ell \cdot X = \ell X \ell^t$, $X \in Sym(n, \mathbb{C})$. The set of strongly orthogonal roots is $\gamma_i = 2\epsilon_i$, $i = 1, \ldots, n$.

Therefore Schmid’s Theorem says that $S(n) = \sum E_{(2m_1, 2m_2, \ldots, 2m_n)}$, $m_1 \geq \cdots \geq m_n \geq 0$. It is usually useful to know explicitly the decomposition. For this we will use the $L$-isomorphism $S(n) \simeq P(n^*)$. One may easily check that $n^*$ is $Sym(n, \mathbb{C})$ with the action $\ell \cdot X = (\ell^t)^{-1}X\ell^{-1}$. Let $\mu_j = \gamma_1 + \cdots + \gamma_j$ and let $f_j(X)$ be the determinant of the principal (upper left) $j \times j$ minor of $X$. Then
\[ \left( \begin{array}{cccc}
  a_1 \\
  \vdots \\
  a_n
\end{array} \right) \cdot f_j(X) = f_j\left( \begin{array}{cccc}
  a_1 \\
  \vdots \\
  a_n
\end{array} \right) X \left( \begin{array}{cccc}
  a_1 \\
  \vdots \\
  a_n
\end{array} \right) = (a_1 \cdots a_j)^2 f_j(X), \]
so $f_j$ has weight $\mu_j$. In Exercise (9.3) you will show that $f_j(X)$ is annihilated by $\tilde{n}$, so is a highest weight vector. You will also show that the irreducible subrepresentation isomorphic to $E_{\mu_j}$ is the span of the determinants of the $j \times j$ minors.

EXERCISES

(9.1) Determine all parabolic subalgebras of the complex classical groups for which $n$ is abelian.

(9.2) Prove that the only $G$-invariant rational functions on a prehomogeneous vector space are the constants.

(9.3) In the setting of Example 9.7, describe the Lie algebra action of $\mathfrak{l}$ on polynomials. For $j = 0, 1 \ldots, n$, show that $f_j(X)$ is annihilated by $\tilde{n}$ and the span of the determinants of the $j \times j$ minors is an irreducible $L$-representation of highest weight $\mu_j$.  
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LECTURE 10. AN EXAMPLE OF A CONFORMALLY INVARIANT SYSTEM

In this lecture we will explicitly write down a conformally invariant system of differential operators. Consider the homogeneous space $G_0/P_0 = L_0N_0$ and $\mathbb{P}_0 = \theta(P_0)$ with

$$
G_0 = GL(n, \mathbb{R})
$$

$$
L_0 = \{ \begin{pmatrix} \ell_1 & 0 \\ 0 & \ell_2 \end{pmatrix} : \ell_1 \in GL(p, \mathbb{R}), \ell_2 \in GL(q, \mathbb{R}) \}
$$

$$
N_0 = \{ \begin{pmatrix} I & X \\ 0 & I \end{pmatrix} : X \in M_{p \times q}(\mathbb{R}) \}.
$$

In this example $N_0$ is abelian, a property which simplifies matters. We will assume that $p \leq q$.

We will write $g$ (resp. $n$, etc.) for the complexification of $g_0$ (resp. $n_0$, etc.). Also, we take $G = GL(n, \mathbb{C})$ and $P = LN$ the (complex) subgroup with Lie algebra $p$.

For the positive system of roots of Example 2.8, $p$ is defined by $S = \{ \epsilon_p - \epsilon_{p+1} \}$ (see 3.5). We will use the notation $\hat{n}$ for the span of the root spaces $g^{(\alpha)}$ with $g^{(\alpha)} \subset \mathfrak{t}$ and $\alpha \in \Delta^+$. Note that $\hat{n}$ is not to be confused with $n$, and $\mathfrak{h} + \hat{n} + n$ is the Borel subalgebra defined by $\Delta^+$.

As noted in Lecture 9, $n$ is a prehomogeneous vector space under the adjoint action of $L$. The $L$-action can be written as follows: $L = GL(q, \mathbb{C}) \times GL(q, \mathbb{C})$ acting on $M_{p \times q}(\mathbb{C})$ by $(\ell_1, \ell_2) \cdot X = \ell_1 X \ell_2^{-1}$. The orbits are given by the rank of $X$ and the closures of the orbits are given by

$$
\mathfrak{O}_m = \{ X \in M_{p \times q}(\mathbb{R}) : \text{determinant of all } (m+1) \times (m+1) \text{ minors vanish} \}.
$$

Our first goal is to decompose $S(n) \equiv \mathcal{P}(\mathfrak{n})$ as a $L$-representation. Theorem (9.5) tell us that the fundamental $\hat{n}$-invariants have weights

$$
\gamma_1 = \epsilon_1 - \epsilon_n = (1, 0, \ldots, 0, -1)
$$

$$
\gamma_1 + \gamma_2 = (\epsilon_1 - \epsilon_n) + (\epsilon_2 - \epsilon_{n-1}) = (1, 1, 0, \ldots, 0, -1, -1)
$$

$$
\ldots
$$

$$
\gamma_1 + \ldots + \gamma_p = \sum_{i=1}^{p} (\epsilon_i - \epsilon_{n-i+1}) = (1, 1, \ldots, 1, 0, \ldots, 0, -1, \ldots, -1).
$$

The (unique) $L$-subrepresentations of $\mathcal{P}(\mathfrak{n})$ having these highest weights are

$$
V_m = \text{span}\{ \text{det}(m \times m \text{ minors}) \}.
$$

It will be important to introduce a little notation for the minors. Let $Y = (y_{ij}) \in M_{p \times q}(\mathbb{C})$. For some $m = 1, \ldots, p$ let

$$
R \subset \{1, \ldots, q\}, S \subset \{1, \ldots, p\} \text{ with } \#R = \#S = m,
$$

$$
R \subset \{1, \ldots, q\}, S \subset \{1, \ldots, p\} \text{ with } \#R = \#S = m,
$$

$$
(10.2)
$$
and let $\Delta_{R,S}^m(Y)$ be the determinant of the matrix obtained by deleting the $i$-th rows for $i \notin R$ and the $j$-th columns for $j \notin S$. An easy calculation shows that the weight of $\Delta_{R,S}^m(Y)$ is

$$\sum_{i \in S} \epsilon_i - \sum_{j \in R} \epsilon_{p+j}.$$  

(10.3)

**Lemma 10.4.** $V_m = \text{span}(\Delta_{R,S}^m(Y) : R, S \text{ satisfy (10.2)})$ is an irreducible $L$-representation of highest weight $\gamma_1 + \ldots + \gamma_m$.

**Proof.** For $L$-invariance of $V_m$, suppose that $\ell = (e, \ell_2)$ with $\ell_2 \in GL(q, \mathbb{C})$. Then $\ell_2 Y$ has rows which are linear combinations of the rows of $Y$. Therefore the determinant of an $m \times m$ minor of $\ell \cdot Y$ is a linear combination of determinants of other $m \times m$ minors. A similar argument applies for $(\ell_1, e) \cdot Y = Y \ell_1^{-1}$. A glance at (10.3) shows that the only dominant weight which occurs is $\gamma_1 + \ldots + \gamma_m$. We conclude that $V_m$ is irreducible. $\square$

Our conformally invariant system will act on $C^\infty(N_0) = C^\infty(N_0, \mathbb{C})$ with the action of $\mathfrak{g}$ coming from the principal series representation

$$C^\infty(G_0/\mathcal{T}_0, C_s) = \{ f : G_0 \to \mathbb{C} : f(g\ell n) = \chi_s(\ell^{-1}) f(g) \},$$

where $\chi_s(\ell_1, \ell_2) = |\det(\ell_1)\det(\ell_2)|^{s/2}$.

Note that $d\chi_s(X, Y) = \frac{s}{2}(Tr(X) - Tr(Y))$. As described in Prop. (8.4), the action of $Z \in \mathfrak{g}$ on $C^\infty(N_0)$ is given by

$$\pi_s(Z)f(n) = d\chi_s((\text{Ad}(n^{-1})Z)\mathfrak{p}) f(n) - R((\text{Ad}(n^{-1})Z)_n) f(n), n \in N_0.$$  

(10.5)

(1) $\pi_s(z)f(n) = \chi_s(\ell) f(\ell n \ell^{-1})$

(2) $\pi_s\left(\begin{array}{cc} 0 & E_{ji} \\ 0 & 0 \end{array}\right) = -\frac{\partial}{\partial x_{ji}}$

(3) $\pi_s\left(\begin{array}{cc} 0 & 0 \\ E_{ij} & 0 \end{array}\right) = -s x_{ji} - \sum_{k,l} x_{ki} x_{jl} \frac{\partial}{\partial x_{kl}}.$
Proof. The statement in (1) follows from the definition of the representation $\pi$ of $G$, realized on $C^\infty(N)$. To prove (2) apply (10.5):

$$\pi(0 \ E_{ij} \ 0) f(nX) = -(R(Ad \left( \begin{array}{cc} I & -X \\ 0 & I \end{array} \right) \left( \begin{array}{cc} 0 & E_{ji} \\ 0 & 0 \end{array} \right))f(nX)$$

$$= -(R(\frac{\partial f}{\partial t}(nX+tE_{ji}))f(nX)$$

$$= \frac{df}{dt}(nX+tE_{ji})$$

$$= -(\frac{\partial f}{\partial x_{ji}}(nX)).$$

The last identity in the Lemma also follows from (10.5). We need to compute the $n \oplus I \oplus \pi$ decomposition of $\text{Ad}(n-X) \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right)$:

$$\text{Ad}(n-X) \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right) = \left( \begin{array}{cc} 0 & -XE_{ij}X \\ 0 & -X \end{array} \right) + \left( \begin{array}{cc} -XE_{ij} & 0 \\ E_{ij} & E_{ij} \end{array} \right).$$

Therefore, $d\chi_s \left( \text{Ad}(n-X) \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right) \right)_{1+\pi} = \frac{s}{2}(-Tr(XE_{ij})-Tr(E_{ij}X)) = -sx_{ji}.$

We also have,

$$d\chi_s \left( \text{Ad}(n-X) \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right) + \right)_{1+\pi} = -s \left( \begin{array}{cc} -XE_{ij} & 0 \\ E_{ij} & E_{ij} \end{array} \right)$$

$$= -\sum_{k,l} x_{ki} x_{jl} \frac{\partial}{\partial x_{kl}}.$$

Now (c) follows. \hfill \Box

The construction of the conformally invariant system from $V_m$ is as follows. There is a natural vector space isomorphism between $P(n)$ and the constant co-efficient differential operators on $n$. Given $P(Y) \in P(n)$, $P(\partial_X)$ is the constant coefficient differential operator satisfying

$$P(\partial_X) e^{(Y,X)} = P(Y) e^{(Y,X)},$$

where $\langle Y, X \rangle = Tr(\left( \begin{array}{cc} 0 & 0 \\ Y & 0 \end{array} \right) \left( \begin{array}{cc} 0 & X \\ 0 & 0 \end{array} \right)) = Tr(YX).$ Explicitly, given a monomial $P(Y) = \Pi_{i,j} y^{m_{ij}}$, $P(\partial_X) = \Pi_{i,j} \left( \frac{\partial}{\partial x_{ij}} \right)^{m_{ij}}.$

**Theorem 10.8.** For $m = 1, 2, \ldots, p$ and $s = -(m - 1)$

$$\{\Delta_{RS}^m(\partial_X) : R, S \text{ as in (10.2)}\}$$

is a conformally invariant system on $C^\infty_s(n)$.

The proof of this Theorem will occupy the remainder of this lecture. Our strategy is to write a formula for the commutator $\left[ \pi_s \left( \begin{array}{cc} 0 & 0 \\ E_{ij} & 0 \end{array} \right), \Delta_{RS}^m(\partial_X) \right]$ for arbitrary $s.$
We will obtain a sum of two terms (see (10.19)). The first term is of the form needed for a conformally invariant system, the second term is the product of a linear function of \( s \) and sum of derivatives. The value \( s = -(m-1) \) makes the second term vanish.

Note that \( [\pi_\sigma(X), \Delta^m_{RS}(\partial_x)] = 0 \), for \( X \in \mathfrak{u} \), as is clear by (2) of Prop. 10.6. The computation of \( [\pi_\sigma(X), \Delta^m_{RS}(\partial_x)] = 0 \), for \( X \in \mathfrak{l} \) is left as an exercise. One sees that this commutator lies in \( \text{span}_C\{\Delta^m_{RS}(\partial_x)\} \), regardless of the value of \( s \).

The computation of the commutator takes place in the Weyl algebra \( C[x_{ij}, \frac{\partial}{\partial x_{ij}}] \). Before beginning the computation we write down a few formulas which will be used.

In the Weyl algebra we have:

\[
(10.9) \quad \left[ \frac{\partial}{\partial x_{ij}}, x_{ij} \right] = 1, \left[ \frac{\partial}{\partial x_{ij}}, x_{kl} \right] = 0 \text{ when } (i, j) \neq (k, l).
\]

\[
(10.10) \quad [u, v_1 v_2] = [u, v_1] v_2 + v_1 [u, v_2].
\]

\[
(10.11) \quad [u, v_1 v_2 v_3] = [u, v_1] v_2 v_3 + v_1 [u, v_2] v_3 + v_1 v_2 [u, v_3].
\]

The next formula simply uses the expansion of a determinant along a row or column. We must take some care in writing this. Write \( R = \{r_1, \ldots, r_m\} \), \( S = \{s_1, \ldots, s_m\} \). When \( j \in R \) (resp. \( l \in S \)), let \( j = r_j' \) (resp. \( l = s_l' \)) define \( j' \) (resp. \( l' \)). Then for \( j \in R \),

\[
\sum_{l \in S} (-1)^{j'+l'} x_{k,l} \Delta^m_{R,S,j,l} = \begin{cases} 
\Delta^m_{R,S} & \text{if } k = j \\
0 & \text{if } k \in R \setminus \{j\} \\
\pm \Delta^m_{R-(j) \cup \{l\},S} & \text{if } k \not\in R.
\end{cases}
\]

Here \( \Delta^m_{R,S,j,k} = \Delta^{m-1}_{R-(j),S-(k)} \), the determinant of the matrix obtained from \( \Delta^m_{R,S} \) by omitting the \( j' \)-th row and the \( k' \)-th column. This, along with the similar expansion along the \( i \)-th column, gives

\[
(10.12) \quad \sum_{l \in S} (-1)^{j'+l'} \Delta^m_{R,S,j,l}(\partial_X) \partial_{kl} = \begin{cases} 
\Delta^m_{R,S}(\partial_X) & \text{if } k = j \\
0 & \text{if } k \in R \setminus \{j\} \\
\pm \Delta^m_{R-(j) \cup \{k\},S}(\partial_X) & \text{if } k \not\in R.
\end{cases}
\]

\[
(10.13) \quad \sum_{k \in R} (-1)^{l'+i'} \Delta^m_{R,S,k,l}(\partial_X) \partial_{kl} = \begin{cases} 
\Delta^m_{R,S}(\partial_X) & \text{if } l = i \\
0 & \text{if } k \in S \setminus \{i\} \\
\pm \Delta^m_{R,S-(i) \cup \{l\}}(\partial_X) & \text{if } l \not\in S.
\end{cases}
\]

Our final notation is that

\[
\delta_R(j) = \begin{cases} 
1 & \text{if } j \in R \\
0 & \text{if } j \not\in R.
\end{cases}
\]

We similarly define \( \delta_S \).
\[ [\Delta^m_{R,S}(\partial_X), x_{ji}] = \delta_R(j) \delta_S(i) (-1)^{\prime + \prime} \Delta^m_{R,S,j,i}(\partial_X). \]

Proof. This is clearly zero unless \( j \in R \) and \( i \in S \). When \( j \in R \) and \( i \in S \), (10.12) applies with \( k = j \) to give
\[ [\Delta^m_{R,S}(\partial_X), x_{ji}] = \sum_{l \in S} (-1)^{\prime + \prime} [\Delta^m_{R,S,j,l}(\partial_X) \partial_{jl}, x_{ji}] \]
\[ = (-1)^{\prime + \prime} \Delta^m_{R,S,j,i}(\partial_X), \text{ by (10.9)}. \]

Lemma 10.15.
\[ \sum_{k,l} [\Delta^m_{R,S}(\partial_X), x_{ki} x_{jl} \partial_{kl}] = \delta_R(j) \delta_S(i) (1 - m) \Delta^m_{R,S,j,i}(\partial_X) \]
\[ + \delta_R(j) \left( x_{ji} \Delta^m_{R,S}(\partial_X) + \sum_{k \notin R} x_{ki} \left( \pm \Delta^m_{R,S,j \cup \{k\},(\partial_X)} \right) \right) \]
\[ + \delta_S(i) \left( x_{ji} \Delta^m_{R,S}(\partial_X) + \sum_{l \in S} x_{jl} \left( \pm \Delta^m_{R,S,j \cup \{l\},(\partial_X)} \right) \right). \]

Proof. By Lemma(10.14) and (10.11),
\[ \sum_{k,l} [\Delta^m_{R,S}(\partial_X), x_{ki} x_{jl} \partial_{kl}] = \sum_{k,l} (x_{ki} [\Delta^m_{R,S}(\partial_X), x_{jl}] \partial_{kl} + [\Delta^m_{R,S}(\partial_X), x_{ki}] x_{jl} \partial_{kl}). \]

The right hand side of (10.16) is
\[ \sum_{kl} (\delta_R(j) \delta_S(l) x_{ki} (-1)^{\prime + \prime} \Delta^m_{R,S,j,l}(\partial_X) \partial_{kl}) \]
\[ + \delta_R(k) \delta_S(i) (-1)^{\prime + \prime} \Delta^m_{R,S,k,i}(\partial_X) x_{jl} \partial_{kl}) \]
\[ = \delta_R(j) \sum_k x_{ki} \left( \sum_{l \in S} (-1)^{\prime + \prime} \Delta^m_{R,S,j,l}(\partial_X) \partial_{kl} \right) \]
\[ + \sum_l \left( \sum_{k \notin R} (-1)^{\prime + \prime} \Delta^m_{R,S,k,l}(\partial_X) x_{jl} \partial_{kl} \right). \]

In the first term, by (10.12) only the \( k = j \) and \( k \notin R \) terms survive. They give
\[ \delta_R(j) \left( x_{ji} \Delta^m_{R,S}(\partial_X) + \sum_{k \notin R} x_{ki} \left( \pm \Delta^m_{R,S,j \cup \{k\},(\partial_X)} \right) \right), \] (10.17)

The second term requires a little more work. By (10.9)
\[ x_{jl} \partial_{kl} = \partial_{kl} x_{jl} - \delta_{jk}. \]
Combining (10.13) with this observation, we can show that the second term equals
\[
\delta_S(i)(\Delta_{R,S}^m(\partial_X)x_{ji} + 
\sum_{l \in S} \left( \pm \Delta_{R,S-\{i\} \cup \{l\}}^m(\partial_X)x_{jl} - q\delta_R(j)(-1)^{i'j'} \Delta_{R,S,j,l}^m(\partial_X) \right) \).
\]

Now we must move the \(x_{ji}\) to the left of the expression using Lemma(10.14). The second term now is
\[
\delta_S(i) \left( x_{ji}\Delta_{R,S}^m(\partial_X) + \delta_R(j)(-1)^{i'j'} \Delta_{R,S,j,i}^m(\partial_X) \right)
+ \sum_{l \in S} \left( \pm x_{ji}\Delta_{R,S-\{i\} \cup \{l\}}^m(\partial_X) + \delta_R(j)\Delta_{R,S-\{i\} \cup \{l\},j,i}^m(\partial_X) \right)
- q\delta_R(j)(-1)^{i'j'} \Delta_{R,S,j,i}^m(\partial_X).
\]

Since \(\pm \Delta_{R,S-\{i\} \cup \{l\},j,i}(\partial_X) = \Delta_{R,S,j,i}(\partial_X)\), this equals
\[
(10.18) \quad \delta_S(i) \left( x_{ji}\Delta_{R,S}^m(\partial_X) + \sum_{l \in S} x_{jl}(\pm)\Delta_{R,S-\{i\} \cup \{l\}}^m(\partial_X) \right)
+ \delta_R(j)\delta_S(i)(-1)^{i'j'}(1 - m)\Delta_{R,S,j,i}^m(\partial_X).
\]

Combining (10.17) and (10.18) we obtain the formula in the statement of the Lemma.

We now conclude that
\[
[\sigma(E_{ij}), \Delta_{R,S}^m]\n= \delta_R(j)\delta_S(i)(2s - 1 + m)(-1)^{i'j'} \Delta_{R,S,j,i}^m(\partial_X)
+ \delta_R(j) \left( x_{ji}\Delta_{R,S}^m(\partial_X) + \sum_{k \in R} x_{ki} \left( \pm \Delta_{R-\{j\} \cup \{k\},S}^m(\partial_X) \right) \right)
+ \delta_S(i) \left( x_{ji}\Delta_{R,S}^m(\partial_X) + \sum_{l \in S} x_{jl} \left( \pm \Delta_{R,S-\{i\} \cup \{l\}}^m(\partial_X) \right) \right).
\]

This completes the proof of the Theorem.

EXERCISES

(10.1) Compute \([\sigma(X), \Delta_{RS}^m(\partial_x)]\), for \(X \in \mathfrak{l}\).
In this lecture the connection between conformally invariant systems and Verma modules will be investigated. It turns out that each conformally invariant system acting on $C^\infty(N, E)$ determines a finite dimensional $\mathfrak{p}$-subrepresentation of $U(\mathfrak{g}) \otimes U(\mathfrak{p}) E^*$. Simple conditions on the conformally invariant system guarantee that (a) $F \subset \{U(\mathfrak{g}) \otimes U(\mathfrak{p}) E^*\}$, (b) the module $U(\mathfrak{g}) \otimes U(\mathfrak{p}) E^*$ is reducible (c) there is a (nonzero) $G$-invariant differential intertwining operator between bundles $E$ and $F^*$ on $G/\bar{P}$.

Modules of the form $U(\mathfrak{g}) \otimes U(\mathfrak{p}) V$ for finite dimensional irreducible representations of $\mathfrak{p}$ are called generalized Verma modules. Therefore, by the discussion of Lecture 7, the existence of conformally invariant systems acting on $C^\infty(N, V)$ gives information about $\text{Hom}_g(U(\mathfrak{g}) \otimes U(\mathfrak{p}) F, U(\mathfrak{g}) \otimes U(\mathfrak{p}) E^*)$, and in particular, the reducibility of generalized Verma modules.

Our first goal is to show how a conformally invariant system on $C^\infty(N, E)$ gives a $\mathfrak{p}$-submodule of $U(\mathfrak{g}) \otimes U(\mathfrak{p}) E^*$. We will keep in place our assumptions from Lecture 8 that $(\sigma, E)$ is a representation of $\bar{P}$, $E$ is the trivial bundle on $N$, $E$ is a $\mathfrak{g}$-bundle via $\pi_\sigma$ and all conformally invariant systems are straight. In addition we assume that $\bar{N}$ acts on $E$ by the identity.

We will begin by proving a well-known lemma which states that a Verma module is isomorphic to a space of distributions on $N$ supported at the identity. The $E^*$-valued distributions on $N$ supported at the identity may be defined as

$$D'_e(N, E^*) \equiv \{ \Lambda : C^\infty(N, E) \to \mathbb{C} : \Lambda \text{ is continuous and } \Lambda(f) = 0 \text{ if } e \notin \text{supp}(f) \}.$$

The continuity of $\Lambda$ is with respect to the $C^\infty$ topology on $C^\infty(N, E)$. The Lie algebra $\mathfrak{g}$ acts on $D'_e(N, E^*)$ by

$$(X \cdot \Lambda)(f) = -\Lambda(\pi_\sigma(X)f), X \in \mathfrak{g}, f \in C^\infty(N, E).$$

Note that this makes $D'_e(N, E^*)$ a $U(\mathfrak{g})$-module by

$$(u \cdot \Lambda)(f) = \Lambda(\pi_\sigma(u^\circ)f), u \in U(\mathfrak{g}),$$

where $u \to u^\circ$ is the involution defined in Lecture 6.

Note that $N$ is diffeomorphic to $\mathbb{R}^n$ (via the exponential map). A standard fact about distributions on $\mathbb{R}^n$ is that those supported at 0 are precisely the distributions of the form

$$\Lambda(f) = \sum a_\alpha \frac{\partial^\alpha f}{\partial x^\alpha} \bigg|_{x=0}$$

for some finite set of $a_\alpha \in \mathbb{C}$. See, for example, [13, Thm. 6.25]. It follows that each distribution in $D'_e(N, E^*)$ is of the form

$$\Lambda(f) = \langle e^*, (R(u)f)(e) \rangle, \text{ for some } u \in U(n).$$

for some finite set of $a_\alpha \in \mathbb{C}$. See, for example, [13, Thm. 6.25]. It follows that each distribution in $D'_e(N, E^*)$ is of the form

$$\Lambda(f) = \langle e^*, (R(u)f)(e) \rangle, \text{ for some } u \in U(n).$$
Lemma 11.2. The linear map
\[ \phi : \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathbb{F}) E^* \to \mathcal{D}'_c(N, \mathcal{E}^*) \]
determined by
\[ \phi(u \otimes e^*) : f \mapsto \langle e^*, (\pi_\sigma(u^\circ)f)\rangle(e) \]
is a \(\mathcal{U}(\mathfrak{g})\)-module isomorphism.

Proof. It should first be checked that \(\phi\) is well-defined. For this it is enough to check that for \(Y \in \mathbb{F}\)
\[ \phi(uY \otimes e^*) = \phi(u \otimes \sigma^*(Y)e^*). \]
This is a calculation:
\[ \phi(uY \otimes e^*) = \langle e^*, (\pi_\sigma((uY)^\circ)f)\rangle(e) \]
\[ = \langle e^*, (\pi_\sigma(Y^\circ)\pi_\sigma(u^\circ)f)\rangle(e) \]
\[ = -(\sigma^*(Y)e^*, (\pi_\sigma(u^\circ)f)(e)) \]
\[ = \phi(u \otimes \sigma^*(Y)e^*)(f). \]

The surjectivity of \(\phi\) follows from (11.1) along with the fact that \(\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathbb{F}) E^* \simeq \mathcal{U}(\frak{n}) \otimes E^*\) as vector spaces and the fact of Exercise (11.1).

For injectivity, suppose \(u_j \otimes e_i^*\) is a basis of \(\mathcal{U}(\frak{n}) \otimes E^*\) and \(\phi(\sum a_{ij}u_j \otimes e_i^*) = 0\). Then, by Exercise 11.1, \(\sum_{ij} a_{ij} \langle e_i^*, (R(u_j)f)\rangle(e) = 0\). Therefore, by independence of \(\{e_i^*\}\), \(\sum_j a_{ij}(R(u_j)f)(e) = 0\), for all \(i\) and all \(f \in C^\infty(N, \mathcal{E})\). By \(\mathcal{N}\)-invariance of \(R(u_j)\), \(\sum_j a_{ij}R(u_j)f = 0\), for all \(i\) and \(f\). By (5.13) this implies \(\sum_j a_{ij}u_j = 0\), for all \(i\). By the independence of \(u_j\), all \(a_{ij} = 0\).

The final item to check is that \(\phi\) is a \(\mathcal{U}(\mathfrak{g})\)-homomorphism. For \(u_1 \in \mathcal{U}(\mathfrak{g})\),
\[ \phi(u_1u \otimes e^*) = \langle e^*, (\pi_\sigma((u_1u)^\circ)f)\rangle(e) \]
\[ = \langle e^*, (\pi_\sigma(u^\circ)\pi_\sigma(u_1^\circ)f)\rangle(e) \]
\[ = \phi(u \otimes e^*)(\pi(u_1^\circ)f) \]
\[ = (u_1 \cdot \phi(u \otimes e^*))(f). \]

\[ \square \]

Remark 11.3. This lemma was nearly proved earlier. In Lemma 6.7 we may take \(F = \mathbb{C}\), the trivial one dimensional representation. Then

\[ \mathbb{D}_G(\mathcal{E}, F) \simeq (\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathbb{F}) E^*) \otimes \mathbb{C} = \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathbb{F}) E^*. \]

However \(\mathbb{D}_G(\mathcal{E}, F)\) is the space of linear maps
\[ D : C^\infty(G/\hat{P}, \mathcal{E}^*) \to C^\infty(G) \]
satisfying (6.6). Following such a map by evaluation at \( e \) gives a distribution supported at \( e \). Each such distribution is of this form by the standard result about distributions mentioned earlier.

Now suppose that \( D_1, \ldots, D_m \) is a conformally invariant system of differential operators acting on \( C_c^\infty(N, \mathcal{E}) \). Write
\[
[\pi_\sigma(X), D_j] = \sum_i C_{ij}(X)D_i, \quad C_{ij}(X) \in C_c^\infty(N).
\]
For each \( e^* \in E^* \) define the order zero distribution \( \Lambda_{e^*} \) by
\[
\Lambda_{e^*}(f) = \langle e^*, f(e) \rangle, \quad f \in C_c^\infty(N, \mathcal{E}).
\]
For \( D \in \mathcal{D}(\mathcal{E}) \) define
\[
(D\Lambda_{e^*})(f) = \langle e^*, (Df)(e) \rangle.
\]
If \( Y \in \mathfrak{p} \) we use this definition and (8.6) to compute
\[
(Y \cdot (D_j\Lambda_{e^*}))(f) = -D_j\Lambda_{e^*}(\pi_\sigma(Y)f)
= -\langle e^*, (D_j\pi_\sigma(Y)f)(e) \rangle
= \langle e^*, ([\pi_\sigma(Y), D_j]f)(e) \rangle - \langle e^*, (\pi_\sigma(Y)D_jf)(e) \rangle
= \sum_i C_{ij}(Y)(e)\langle e^*, (D_if)(e) \rangle - \langle e^*, \sigma(Y)(D_jf)(e) \rangle
= \sum_i C_{ij}(Y)(e)(D_i\Lambda_{e^*})(f) - (D_j\Lambda_{e^*}(\pi_\sigma(Y)e^*))(f).
\]
Therefore,
\[
(11.4) \quad Y \cdot (D_j\Lambda_{e^*}) = \sum_i C_{ij}(Y)(e)D_i\Lambda_{e^*} - (D_j\Lambda_{e^*}(\pi_\sigma(Y)e^*))(f).
\]
This proves the following proposition.

**Proposition 11.5.** If \( D_1, \ldots, D_m \) is a conformally invariant system acting on \( C_c^\infty(N, \mathcal{E}) \), then
\[
(11.6) \quad F \equiv \text{span}\{D_j\Lambda_{e^*} : e^* \in E^*, j = 1, \ldots, m\}
\]
is a \( \mathfrak{p} \)-submodule of \( \mathcal{D}'(N, \mathcal{E}^*) \).

By applying Lemma 11.2 we get the following corollary.

**Corollary 11.7.** For the finite dimensional \( \mathfrak{p} \)-module \( F \) defined by (11.6),
\[
\text{Hom}_{\mathfrak{p}}(F, \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} E^*) \neq \{0\}.
\]

Note that there is no reason for \( \mathfrak{n} \) to act trivially on \( F \).

A simple condition on \( D_1, \ldots, D_m \) guarantees that the \( \mathfrak{n} \)-action on \( F \) is trivial. Recall from Exercise (3.3) that for each parabolic subalgebra \( \mathfrak{p} \) there is an \( H_0 \in \mathfrak{h} \) so that (a) \( \alpha(H_0) \in \mathbb{Z} \), (b) \( g^{(\alpha)} \subset \mathfrak{l} \) if and only if \( \alpha(H_0) = 0 \), and (c) \( g^{(\alpha)} \subset \mathfrak{n} \) if and only if \( \alpha(H_0) > 0 \). This allows us to define the notion of homogeneity for a conformally invariant system. A conformally invariant system is called \textit{homogeneous}.
when there is a constant \( d \in \mathbb{C} \) so that \( [\pi_\sigma(H_0), D_j] = d D_j \) for all \( j = 1, \ldots, m \) (or, equivalently, \( C_{ij}(H_0) = d \delta_{ij} \)).

**Lemma 11.8.** If \( D_1, \ldots, D_m \) is a homogeneous conformally invariant system with structure operator \( C \), then \( C(Y)(e) = 0 \) for all \( Y \in \mathfrak{p} \).

*Proof.* Let \( Y \in \mathfrak{p} \). By Lemma 8.2

\[
C([H_0, Y])(e) = (\pi_1(H_0)C(Y))(e) - (\pi_1(Y)C(H_0))(e) + [C(H_0), C(Y)](e).
\]

Since \( H_0 \in \mathfrak{h} \subset \mathfrak{l} \), (8.5) gives \( \pi_1(H_0) = 0 \) at \( e \), so the first term above vanishes. The other two terms vanish since \( C(H_0) \) is a constant multiple of the identity matrix. Now for \( Y \in \mathfrak{g}^{(-\alpha)} \subset \mathfrak{p} \),

\[
0 = C([H_0, Y]) = -\alpha(H_0)C(Y)(e),
\]

But \( \alpha(H_0) \neq 0 \), so \( C(Y)(e) = 0 \). By linearity of \( C \), \( C(Y) = 0 \) for all \( Y \in \mathfrak{p} \). \( \square \)

**Theorem 11.9.** If \( D_1, \ldots, D_m \) is a homogeneous conformally invariant system acting on \( C^\infty(N, \mathcal{E}) \), then for the \( \mathfrak{g} \)-representation \( F = \text{span}_\mathbb{C}\{D_j \Lambda\sigma^* : j = 1, \ldots, m, e^* \in E^*\}, \)

\[
\text{Hom}(F, \{\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} E^*\}) \neq \{0\}.
\]

*Proof.* By Corollary 11.7 it is enough to verify that \( \mathfrak{p} \) acts by zero on \( F \). However, this is clear from (11.4) by applying Lemma 11.8 and the fact that the \( \mathfrak{p} \) action on \( E \) (hence on \( E^* \)) is trivial. \( \square \)

In order to deduce reducibility of \( \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} E^* \) we need a condition for \( F \) to contain a constituent not equivalent to \( E^* \). Assume that \( D_1, \ldots, D_m \) is a homogeneous conformally invariant system with \( [\pi_\sigma(H_0), D_j] = d D_j \) for all \( j \). By irreducibility of \( E \), \( \sigma(H_0) \) acts by a scalar \( c \) on \( E \) (by Schur’s Lemma). Hence the action on \( E^* \) is by \(-c\). Now (11.4) tells us that \( \pi_\sigma(H_0)D_j \Lambda\sigma^* = (d + c) D_j \Lambda\sigma^* \). Therefore if \( d \neq 0 \), \( F \) and \( E^* \) have different \( H_0 \)-weights. We may conclude that if \( d \neq 0 \), then \( \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} E^* \) is reducible.

In order to apply 7.7 to obtain the existence of \( G \)-invariant differential operators between homogeneous bundles on \( G/P \), the group \( P \) must be considered. Recall that \( P \) is not in general connected, so the existence of a \( \mathfrak{p} \) homomorphism \( F \to \{\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} E^*\}^\mathfrak{p} \) is not sufficient for the existence of an invariant intertwining operator.

The adjoint representation of \( P \) on \( \mathcal{U}(\mathfrak{g}) \) and the dual representation on \( E^* \) give a representation of \( P \) on \( \mathcal{U}(\mathfrak{g}) \otimes E^* \). It is easily checked that this gives a well-defined representation of \( P \) on \( \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} E^* \). Furthermore, \( P \) acts on \( D^*_p(N, \mathcal{E}^*) \) by \( (p \cdot \Lambda)(f) = \Lambda(f \cdot_p -1 f) \). Then it is easily seen that the isomorphism of Lemma 11.2 is a \( P \)-intertwining map.
Theorem 11.10. Under the hypothesis of Theorem 11.9, if $F$ is $\bar{P}$-stable, then $\mathcal{D}_C(E, F^*) \neq \{0\}$.

Proof. The statement follows from the above discussion. \qed

Given a homogeneous conformally invariant system a formula for the invariant differential operator is easily given. To do this, choose a basis $\{f_j\}$ of the image of $F$ in $\{\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} E^*)^\bar{F}\$. Let $\{f_j^*\}$ be the dual basis. Also fix a basis $\{e_k^*\}$ of $E^*$. Write $f_j = \sum u_{jk} \otimes e_k^*$, $u_{jk} \in \mathcal{U}(\mathfrak{g})$. Then $\sum_j f_j \otimes f_j^*$ is in $\{(\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} E^*) \otimes F^*)^\bar{P}\$. For $\varphi \in C^\infty(G/\bar{P}, E)$, (11.11) \[
(D\varphi)(g) = \sum_{j,k} \langle e_k, (R(u_{jk})\varphi)(g) \rangle f_j^*.\]

Example 11.12. Let $G$ be $GL(p + q, \mathbb{R})$ as in Lecture 10. Then in the notation of that Lecture, for each $m = 1, \ldots, p$ consider the conformally invariant system $\{\Delta_{R,S}^m(\partial_X)\}$. This is a homogeneous system for $E = C_s$, $s = -(m - 1)$. The $\bar{P}$-module is irreducible of highest weight $\gamma_1 + \cdots + \gamma_m$ and is dual to $\text{span}_C(\Delta_{R,S}^m(Y))$. We may conclude from this that $\text{Hom}_q(\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} F, \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} C_s^*) \neq \{0\}$ in particular, $\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} C_s^*$ is reducible. In this example $\dim(E) = 1$, so we may omit the basis $\{e_k^*\}$ from the discussion. Let $\Lambda_1$ be the distribution $\Lambda_1(f) = f(e)$. Then $F = \text{span}\{\Delta_{R,S}^m(\partial_X)\Lambda_1\}$. Therefore, $F^*$ is equivalent to $\text{span}\{\Delta_{R,S}^m\}$ as $\bar{P}$ representation.

Realizing $C^\infty(G/\bar{P}, C_s)$ as $C_{\sigma_s}^\infty(N)$ (as in (11.11)) the intertwining operator $C_{\sigma_s}^\infty(N) \rightarrow C_{\sigma_s}^\infty(N, F^*)$ may be written explicitly as follows. Let $\{f_{R,S}\}$ be the basis corresponding to $\Delta_{R,S}^m\Lambda_1$, then the dual basis is $f_{R,S}^* = \Delta_{R,S}^m$. Then $$(Df)(n) = \sum_{R,S} (\Delta_{R,S}^m f(n)) f_{R,S}^*.$$ Now let’s turn things around. Suppose that we have $F \subset \{(\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} E^*)^\bar{F}\}$. (So $\text{Hom}_q(\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} F, \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} E^*) \neq \{0\}$.) It will be shown in the remainder of this lecture that $F$ determines a conformally invariant system.

As noted in Lecture 4 there are several ways to define a representation of $\bar{P}$ on $\text{End}(E)$. We choose to use the action defined by $Y \cdot T = -T \circ \sigma(Y)$, for $Y \in \bar{P}$, $T \in \text{End}(E)$. Therefore, $\text{End}(E)$ is a $\mathcal{U}(\bar{P})$-module under the action $u \cdot T = T \circ \sigma(u^\circ)$ as in the paragraph preceding (6.6). Note that the $\bar{P}$-representation $\text{End}(E)$ is equivalent to $E^* \otimes E$ when the action on the tensor product is on $E^*$ only; $Y \cdot e^* \otimes e = (\sigma(Y)e^*) \otimes e$. In what follows the module $\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} \text{End}(E)$ is defined with the $\mathcal{U}(\bar{P})$-module structure on $\text{End}(E)$ described above. It follows easily that $\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\bar{P})} \text{End}(E) \cong (\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{f})} E^*) \otimes E$. \[63\]
Lemma 11.13. Defining

\[ u \otimes T \mapsto D_{u \otimes T} \]

with

\[ (D_{u \otimes T} f)(n) = T( (\pi_{\sigma}(u^\circ)(t_{n-1}f))(e) ) \]

(11.14)

gives, by linear extension, an isomorphism

\[ U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} \text{End}(E) \rightarrow \mathbb{D}_N(E). \]

Moreover, for \( Y \in \bar{\mathfrak{p}} \)

\[ ([\pi_{\sigma}(Y), D_{u \otimes T}]f)(e) = (D_{Y \otimes u T} f)(e) + \sigma(Y)(D_{u \otimes T} f)(e). \]

(11.15)

Proof. First it needs to be checked that the map in (11.14) is well-defined on \( U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} \text{End}(E) \). For \( Y \in \bar{\mathfrak{p}} \),

\[ (D_{u Y \otimes T} f)(e) = T( (\pi_{\sigma}(u Y^\circ) f)(e) ) \]

\[ = - T( (\pi_{\sigma}(Y) \pi_{\sigma}(u^\circ) f)(e) ) \]

\[ = - T( \sigma(Y)(\pi_{\sigma}(u^\circ) f)(e) ) , \text{ by Lemma 8.6} \]

\[ = (D_{u \otimes T \sigma(Y)} f)(e). \]

In Lecture 8 we have shown that \( \mathbb{D}_N(E) \simeq U(n) \otimes \text{End}(E) \) (by taking \( G = N \) in Prop. 6.11). We have also seen (Prop. 6.11) that \( U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} \text{End}(E) \simeq U(n) \otimes \text{End}(E) \) as vector spaces. Thus, \( U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} E^* \simeq \mathbb{D}_N(E) \). However the isomorphism of Prop. 6.11 is not given in the form of the statement of the lemma. We must see that \((u \otimes T f)(e) = (D_{u \otimes T} f)(e)\) for \( u \in U(n) \). This is left for Exercise (11.1).

The proof of (11.15) is a calculation. Let \( Y \in \bar{\mathfrak{p}} \),

\[ ([\pi_{\sigma}(Y), D_{u \otimes T}]f)(e) \]

\[ = (\pi_{\sigma}(Y) D_{u \otimes T} f)(e) - (D_{u \otimes T} \pi_{\sigma}(Y) f)(e) \]

\[ = \sigma(Y)(D_{u \otimes T} f)(e) - T(\pi_{\sigma}(u^\circ) \pi_{\sigma}(Y) f)(e) \]

\[ = \sigma(Y)(D_{u \otimes T} f)(e) + T((\pi_{\sigma}(Y u^\circ) f)(e)) \]

\[ = \sigma(Y)(D_{u \otimes T} f)(e) + (D_{Y \otimes u T} f)(e). \]

□

Suppose \( F \subset U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} E^* \) is any \( \bar{\mathfrak{p}} \)-submodule. Fix a basis \( f_1, \ldots, f_n \) of \( F \) and let the representation of \( \bar{\mathfrak{p}} \) be written in terms of matrix coefficients:

\[ Y \cdot f_j = \sum_i a_{ij}(Y) f_i, \quad b_{ij}(Y) \in \mathbb{C}. \]

Also fix a basis \( e_1, \ldots, e_m \) of \( E \) and write

\[ \sigma(Y)e_k = \sum_l b_{lk}(Y) f_l, \quad b_{lk}(Y) \in \mathbb{C}. \]
Consider $f_j \otimes e_k \in (\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p})) E^* \otimes E \simeq \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) \text{End}(E)$ and set $D_{jk} \equiv D_{f_j \otimes e_k} \in \mathcal{D}_N(E)$. Then the lemma tells us that for $Y \in \mathfrak{p}$,

\[
\left( [\pi_Y, D_{jk}] f \right)(e) = (D_{Y'} f_j \otimes e_k + \sigma(Y)(D_{jk} f))(e) = \sum_i a_{ij}(Y)(D_{ik} f)(e) + \sum_l b_{lk}(Y)(D_{jk} f)(e).
\]

(11.16)

**Theorem 11.17.** Suppose $F \subset \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) E^*$ is a $\mathfrak{p}$-submodule and let $f_j, e_k$ and $D_{jk}$ be as above. Then $\{D_{jk}\}$ is a conformally invariant system.

**Proof.** By the $N$-invariance of each $D_{jk}$ it suffices to prove independence at $e$. Suppose $\sum c_{jk}(D_{jk} f)(e) = 0$, for all $f \in C^\infty(N, \mathcal{E})$. Then by the lemma, $\sum f_j \otimes e_k = 0$. But $\{f_j \otimes e_k\}$ is independent, so $c_{jk} = 0$, for all $j, k$. Prop. 8.10 and (11.16) imply $\{D_{jk}\}$ is a conformally invariant system. \qed

**EXERCISES**

(11.1) Prove that $\pi_{\sigma}(u^\circ) = R(u)$ as operators on $C^\infty(N, \mathcal{E})$, when $u \in \mathcal{U}(\mathfrak{n})$.

(11.2) Prove that if $D_1, \ldots, D_m$ is a (not necessarily homogeneous) conformally invariant system with the property that each $D_j$ annihilates the constants, then the generalized Verma module $\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) E^*$ is reducible.
LECTURE 12.

Conformally Invariant Systems: The case of Abelian nilradicals.

Assume that \( g_0 \) is a simple real Lie algebra and that \( g_0 \) contains a parabolic subalgebra \( p_0 = l_0 \oplus n_0 \) with \( n_0 \) abelian. Let \( p_0' = l_0 + n_0 \) be the opposite parabolic. Denote by \( g, p, \overline{p}, l, n \) and \( \bar{n} \), the complexifications of \( g_0, p_0, p_0, l_0, n_0 \) and \( n_0 \).

Following the setup for Theorem 9.5, there is a lexicographic order on \( h^* \) defined by a set \( \{ H_1, \ldots, H_r \} \) with the following properties. (a) Letting \( \Delta^+ \) be the corresponding positive system, \( h + \sum_{\alpha \in \Delta^+} g^{(\alpha)} \subset p \).

(b) \( \beta > \alpha \) for all \( \beta \in \Delta(n) \) and \( \alpha \in \Delta(l) \). (c) There is a unique simple root \( \beta_1 \) in \( \Delta(n) \). (d) The maximal strongly orthogonal set of roots appearing in Theorem 9.5 is constructed by taking \( \gamma_1 \) to be the largest root in \( \Delta(n) \) (with respect to the lexicographic order). Then inductively, \( \gamma_{j+1} \) is the largest root in \( \Delta(n) \) strongly orthogonal to \( \gamma_1, \ldots, \gamma_j \).

Recall that if \( \kappa \) is the killing form and if \( \lambda \in h^* \), an element \( H_\lambda \) is defined by \( \kappa(H_\lambda, H) = \lambda(H), H \in h \). Define

\[
\mathfrak{h}_- = \sum C H_{\gamma_i}.
\]

Then we have the orthogonal decomposition

\[
h = h^- \oplus h^+, \text{ where } h^+ = \{ H \in h : \gamma_i(H) = 0 \text{ for all } i \}.
\]

Example 12.1. Let \( g_0 = \mathfrak{sl}(p + q, \mathbb{R}) \) \( (p \leq q, n = p + q) \), \( g = \mathfrak{sl}(p + q, \mathbb{C}) \) and let

\[
\mathfrak{h} = \left\{ \begin{pmatrix} a_1 & & \\ & a_2 & \\ & & \ddots \\ & & & a_n \end{pmatrix} : a_i \in \mathbb{C} \text{ and } \Sigma a_i = 0 \right\}.
\]

The roots \( \Delta^+(\mathfrak{g}, \mathfrak{h}) \) are \( \epsilon_i - \epsilon_j, 1 \leq i < j \leq p + q \). Then the parabolic subalgebras with abelian \( n \) are of the form

\[
\left\{ \begin{pmatrix} A & B \\ 0 & D \end{pmatrix} : A \in \mathfrak{gl}(p, \mathbb{C}), D \in \mathfrak{gl}(q, \mathbb{C}), B \in M_{p \times q}(\mathbb{C}), Tr(A) + Tr(D) = 0 \right\}
\]

with \( p + q = n \). Then \( \Delta(n) = \{ \epsilon_i - \epsilon_j : i \leq p < j \} \) and the unique simple root in \( \Delta(n) \) is \( \beta_1 = \epsilon_p - \epsilon_{p+1} \). The lexicographic order may be defined by \( \{ H_1, \ldots, H_{n-1} \} \),
with
\[ H_1 = \sum_{i=1}^{p} E_{ii}, \]
\[ H_j = \sum_{i=1}^{j-1} E_{ii}, \text{ for } 1 < j \leq p \]
\[ H_j = \sum_{i=1}^{j} E_{ii}, \text{ for } p < j < n. \]

Then it is easily checked that the maximal set of strongly orthogonal roots is \( \gamma = \epsilon_1 - \epsilon_n, \gamma_2 = \epsilon_2 - \epsilon_{n-1}, \ldots, \gamma_p = \epsilon_p - \epsilon_{n-p+1} \). It is also easily checked from the definitions that \( \mathfrak{h}_- \) consists of diagonal matrices:
\[ \mathfrak{h}_- = \{ \text{diag}(t_1, t_2, \ldots, t_p, 0, \ldots, 0, -t_p, \ldots, -t_2, -t_1) \}. \]

The following lemma has a somewhat long proof and we will not give it. However, it is very easily verified for the above example.

**Lemma 12.2.** ([12]) Let \( \rho \) denote restriction of roots from \( \mathfrak{h} \) to \( \mathfrak{h}_- \). There are two cases:

1. \( \rho(\Delta) \cup \{0\} = \{ \pm \frac{1}{2}(\gamma_i \pm \gamma_j) |_{\mathfrak{h}_-} : 1 \leq i, j \leq p \} \). In this case the non-zero \( \rho \)-image of some subsets of \( \Delta \) are given by
   \[ \rho(\Delta^+(l)) = \{ \frac{1}{2}(\gamma_i - \gamma_j) |_{\mathfrak{h}_-} : 1 \leq i < j \leq p \}, \]
   \[ \rho(\Delta(n)) = \{ \frac{1}{2}(\gamma_i + \gamma_j) |_{\mathfrak{h}_-} : 1 \leq i, j \leq p \}. \]
2. \( \rho(\Delta) \cup \{0\} = \{ \pm \frac{1}{2}(\gamma_i \pm \gamma_j) |_{\mathfrak{h}_-}, \pm \frac{1}{2}\gamma_i |_{\mathfrak{h}_-} : 1 \leq i, j \leq p \} \). In this case the non-zero \( \rho \)-image of some subsets of \( \Delta \) are given by
   \[ \rho(\Delta^+(l)) = \{ \frac{1}{2}(\gamma_i - \gamma_j) |_{\mathfrak{h}_-} : 1 \leq i < j \leq p \} \cup \{ \frac{1}{2}\gamma_i |_{\mathfrak{h}_-} \}, \]
   \[ \rho(\Delta(n)) = \{ \frac{1}{2}(\gamma_i + \gamma_j) |_{\mathfrak{h}_-} : 1 \leq i, j \leq p \} \cup \{ \frac{1}{2}\gamma_i |_{\mathfrak{h}_-} \}. \]

**Example 12.3.** We return to the case \( \mathfrak{g} = \mathfrak{sl}(p+q, \mathbb{C}) \). Assume that \( H \in \mathfrak{h}_- \). Then \( \gamma_i(H) = 2t_i \), and for \( \alpha \in \Delta^+(l) \), \( \alpha(H) \) is either \( t_i - t_j(i < j) \), \( t_i \) or \( 0 \). The possibility of \( \alpha(h) = 0 \) occurs only when \( p < q \). If \( \alpha \in \Delta(n) \), then \( \alpha(H) = t_i + t_j, i < j \) or \( t_i \).

It will be important for us to define some subalgebras of \( \mathfrak{g} \) in a systematic fashion. This is done as follows.

**Definition 12.4.** Let \( p \) be the number of strongly orthogonal roots \( \gamma_i \).

1. \( \Delta^p = \{ \alpha \in \Delta : \alpha |_{\mathfrak{h}_-} \neq \pm \frac{1}{2} \gamma_i \}, \) for any \( i \).
2. \( \mathfrak{g}^p = (\mathfrak{h} + \sum_{\alpha \in \Delta^p} \mathfrak{g}(\alpha))_{ss} \), where the subscript means the semisimple part².

²Recall that a reductive Lie algebra can be written as \( \mathfrak{g} = \mathfrak{g}_{ss} \oplus \mathfrak{z} \). We refer to \( \mathfrak{g}_{ss} \) as the semisimple part of \( \mathfrak{g} \). It may be easily checked that \( \mathfrak{g}_{ss} = [\mathfrak{g}, \mathfrak{g}] \). In the case at hand \( \mathfrak{h} + \sum_{\alpha \in \Delta^p} \mathfrak{g}(\alpha) \) is reductive; taking the semisimple part is simply removing the part of \( \mathfrak{h} \) which commutes with the root vectors for roots in \( \Delta^p \).
Lemma 12.5. For $m = 1, \ldots, p$ the following hold.

1. $\Delta^m$ is a root subsystem of $\Delta$.
2. $\mathfrak{g}^m$ is a simple Lie algebra and $\mathfrak{p}^m = \mathfrak{g}^m \cap \mathfrak{p}$ is a parabolic subalgebra with abelian nilradical. The Levi decomposition of $\mathfrak{p}^m$ is $\mathfrak{l}^m + \mathfrak{n}^m$ where $\mathfrak{l}^m = \mathfrak{g}^m \cap \mathfrak{l}$ and $\mathfrak{n}^m = \mathfrak{g}^m \cap \mathfrak{n}$.

We will not give a proof of this lemma, however, in our example in $\mathfrak{sl}(p + q, \mathbb{C})$ the lemma clearly holds since the subalgebras $\mathfrak{g}^m$ are as follows.

$$\mathfrak{g}^m = \begin{cases} \begin{pmatrix} A & 0 & B \\ 0 & 0 & 0 \\ C & 0 & D \end{pmatrix} & ; \ A, D \in \mathfrak{gl}(m, \mathbb{C}), B, C \in M_{m \times m}(\mathbb{C}), Tr(A + D) = 0 \end{cases}.$$ 

Note that each $\mathfrak{g}^m \simeq \mathfrak{sl}(2m, \mathbb{C})$ and the parabolic subalgebra $\mathfrak{p}^m$ is the ‘middle parabolic’ subalgebra.

In what follows $E_\alpha$ will be a root vector for $\alpha$. Also, $H_{\gamma_j} = [E_{\gamma_j}, E_{-\gamma_j}]$ if the root vectors are normalized properly. We will assume such a normalization.

The goal of this lecture is to build conformally invariant systems on appropriate line bundles over $G/P$. If $\lambda$ is the fundamental weight for the unique simple root $\beta_1$ in $\Delta(\mathfrak{n})$, then there are one dimensional representations of $\mathfrak{l}$ with weight $-s\lambda$. Let us denote these representations by $\mathbb{C}_{-s}$. Theorem 11.17 will be used as follows. The invariant theory (in particular, Theorem 9.5) will suggest certain candidates for irreducible $\mathfrak{t}$-representations $F$ which embed into $\{ U(\mathfrak{g}) \otimes U(\mathfrak{p}) \mathbb{C}_s \}_n$. However, as we will see, this can happen only for certain values of $s$. The remainder of this section contains a computation of these values of $s$. We give a sketch of a very clever manipulation of root vectors due to Wallach. for more details see [16]. It should be pointed out that the special case of abelian $\mathfrak{n}$ which we are considering is crucial to the computation.

We begin the computation by writing down the candidates for the irreducible $\mathfrak{t}$-modules we hope to embed in $\{ U(\mathfrak{g}) \otimes U(\mathfrak{p}) \mathbb{C}_s \}_n$.

As in Lecture 9, set $\tilde{\mathfrak{n}} = \sum_{\alpha \in \Delta^+(\mathfrak{t})} \mathfrak{g}(\alpha)$. Similarly, we set $\tilde{\mathfrak{n}}^j = \tilde{\mathfrak{n}} \cap \mathfrak{u}^j$. Then Theorem 9.5 says that $S(\mathfrak{n}) \simeq \mathbb{C}[u_1, \ldots, u_p]$, where each $u_m$ is the highest weight vector for an irreducible subrepresentation of $S(\mathfrak{n})$ of highest weight $\gamma_1 + \cdots + \gamma_m$. We will denote this subrepresentation by $F_m$. The candidates for $\mathfrak{t}$-subrepresentations of $\{ U(\mathfrak{g}) \otimes U(\mathfrak{p}) \mathbb{C}_s \}_n$ are $F_m \otimes \mathbb{C}_s$.

Proposition 12.6. ([16]) $u_m \in U(\mathfrak{n}^m)$ and is the highest weight vector of a one-dimensional $\mathfrak{l}^m$-representation with highest weight $\sum_{1}^{m} \gamma_i$.  

\(^3\)Defining $\mathfrak{p}$ to act trivially on $F$ gives a $\mathfrak{p}$-representation on $F$. Therefore, such an embedding of $F$ gives a $\mathfrak{p}$-homomorphism. Thus Theorem 11.17 applies.
Note that since \( \mathfrak{n} \) is abelian \( \mathcal{U}(\mathfrak{n}) = S(\mathfrak{n}) \). Therefore, \( F_j \otimes C_s \subset \mathcal{U}(\mathfrak{n}) \otimes C_s = \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{f}) C_s \). We will need to find the ‘special values’ \( s \) for which \( F_j \otimes C_s \subset \{ \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{f}) C_s \}^\pi \). Thus, one needs to compute \( Yv \otimes 1 = [Y, v] \otimes 1 \in \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{f}) C_s \), for all \( Y \in \mathfrak{p} \) and all \( v \in F_j \). The following lemma shows that this can be accomplished by computing just one bracket.

**Lemma 12.7.** Let \( E_{-\gamma_m} \) be a nonzero root vector for \( -\gamma_m \). If, for some particular value of \( s \), \( [E_{-\gamma_m}, u_m] \otimes 1 = 0 \) in \( \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{f}) C_s \), then \( F_m \otimes C_s \subset \{ \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{f}) C_s \}^\pi \).

**Proof.** Any representation of a \( \mathfrak{g} \) on a vector space \( V \) defines a \( \mathcal{U}(\mathfrak{g}) \)-module structure on \( V \). (See Exercise (5.3).) Therefore the adjoint representation of \( \mathfrak{g} \) on \( \mathfrak{g} \) makes \( \mathfrak{g} \) a \( \mathcal{U}(\mathfrak{g}) \)-module. We will temporarily use the notation \( u \cdot Z \) for the action of \( u \in \mathcal{U}(\mathfrak{g}) \) on \( Z \in \mathfrak{g} \) in this module.

Recall that \( u_m \) spans a one-dimensional representation of \( \mathfrak{t}_m \), therefore the derived algebra \( [\mathfrak{t}_m, \mathfrak{t}_m] \) acts by zero on \( u_m \). In other words, we have the identity \( [Y, u_m] = 0 \) in \( \mathcal{U}(\mathfrak{g}) \) for all \( Y \in [\mathfrak{t}_m, \mathfrak{t}_m] \). Similarly, \( [\mathfrak{t}_m, \mathfrak{t}_m] \) annihilates \( C_s \). We will use these two facts a number of times in the following calculations.

We claim that for any \( W \in \mathfrak{g} \) and \( u \in \mathcal{U}(\mathfrak{t}_m, \mathfrak{t}_m) \), \( [u \cdot W, u_m] \otimes 1 = u[W, u_m] \otimes 1 \) is an identity in \( \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{f}) C_s \). We prove this for all \( u = Y_1 Y_2 \ldots Y_k, Y_i \in [\mathfrak{t}_m, \mathfrak{t}_m] \) by induction on \( k \). First \( k = 1 \). So, let \( Y \in [\mathfrak{t}_m, \mathfrak{t}_m] \).

\[
\begin{align*}
[Y \cdot W, u_m] \otimes 1 &= \left( [Y, W], u_m \right) \otimes 1 \\
&= ([Y, [W, u_m]] - [W, [Y, u_m]]) \otimes 1 \\
&= [Y, [W, u_m]] \otimes 1 \\
&= Y[W, u_m] \otimes 1 - [W, u_m]Y \otimes 1 \\
&= Y[W, u_m] \otimes 1
\end{align*}
\]

For \( u = Y_1 u Y_2 \ldots Y_k = Y_1 u' \),

\[
[u \cdot W, u_m] \otimes 1 = [Y_1 \cdot (u' W), u_m] \otimes 1
\]

\[
= Y_1 [u' \cdot W, u_m] \otimes 1, \text{ by (12.8)},
\]

\[
= Y_1 u'[W, u_m] \otimes 1, \text{ by induction},
\]

\[
= u[W, u_m] \otimes 1.
\]

Since \( \mathfrak{p}^m \) is irreducible for \( [\mathfrak{t}_m, \mathfrak{t}_m] \), for any \( Y \in \mathfrak{p}^m \) there is some \( u_Y \in \mathcal{U}(\mathfrak{t}_m, \mathfrak{t}_m) \) so that \( Y = u_Y \cdot E_{-\gamma_m} \). It now follows from the claim that if \( [E_{-\gamma_m}, u_m] \otimes 1 = 0 \), then \([Y, u_m] \otimes 1 = [u_Y \cdot E_{-\gamma_m}, u_m] \otimes 1 = u_Y [E_{-\gamma_m}, u_m] \otimes 1 = 0 \). In particular \( [E_{-\gamma_1}, u_m] \otimes 1 = 0 \).

Now we will use the fact that \( u_m \) is a highest weight vector to say that \([X, u_m] = 0 \), for \( X \in \mathfrak{n} \). We now claim that for any \( u \in \mathcal{U}(\mathfrak{n}) \), \([u[W, u_m] \otimes 1 = [u \cdot W, u_m] \otimes 1, \text{ for all } W \in \mathfrak{g} \).
for any $W \in \mathfrak{p}$. To see this suppose $u = X \in \mathfrak{n}$. Then

$$[X \cdot W, u_m] \otimes 1 = [[X, W], u_m] \otimes 1$$

$$= [X, [W, u_m]] \otimes 1 - [W, [X, u_m]] \otimes 1$$

$$= [X, [W, u_m]] \otimes 1$$

$$= X[W, u_m] \otimes 1 + [W, u_m]X \otimes 1$$

$$= X[W, u_m] \otimes 1.$$  

This, along with induction (as in the proof of the first claim) establishes the claim.

Now it follows that since any $Y \in \mathfrak{p}$ is some $u \cdot E_{-\gamma_1}$, $u \in U(\mathfrak{n})$ (since $E_{-\gamma_1}$ is a lowest weight vector in $\mathfrak{n}$, $[Y, u_m] \otimes 1 = 0$, for all $Y \in \mathfrak{p}$). For any $\ell \in L$ and $Y \in \mathfrak{p}$, $[Y, Ad(\ell)u_m] \otimes 1 = Ad(\ell)[Ad(\ell^{-1})Y, u_m] \otimes 1 = 0$. Finally, by irreducibility of $F_m$, we have that $[Y, v] \otimes 1 = 0$ for all $Y \in \mathfrak{p}$ and $v \in F_m$. □

Hence we need to compute $[E_{-\gamma_m}, u_m]$. Because of the symmetric nature of our definitions, it is enough to compute $[E_{-\gamma_1}, u_p]$. This computation that can be done entirely in the smaller Lie algebra $\mathfrak{g}^p$. This computation is in [16].

In the computation, the only properties of $u_p$ that will be used are

1. $u_p$ is the highest weight of a $\mathfrak{p}$-module,
2. the weight of $u_p$ is $\sum q_i \gamma_i$,
3. $\mathfrak{n} \cdot u_p = 0$,
4. the multiplicity of $F_m$ in $S(\mathfrak{n})$ is one.

In particular, explicit formulas for $u_p$ are not needed.

Nonetheless it is interesting to see what $u_m$ is for the $\mathfrak{s}(p + q, \mathbb{C})$ example. These are given by minors in the following sense. Let $X = (x_{ij})$ be in $\in M_{n \times n}(\mathbb{C}) \simeq \mathfrak{n}$. Let $\Delta^m$ be the determinant of the minor of a matrix $X$ which is obtained by deleting the last $p - m$ rows and the first $q - m$ columns. Then replace each $x_{ij}$ by the root vector $E_{i,p+j}$. Since all root vectors in $\mathfrak{n}$ commute, this defines an element in $S(\mathfrak{n})$. More explicitly,

$$u_m = \sum_{\sigma \in S_m} (-1)^\sigma E_{1,p+q-m+\sigma(1)}E_{2,p+q-m+\sigma(2)} \cdots E_{m,p+q-m+\sigma(m)}.$$  

In particular, for $\mathfrak{s}(2p, \mathbb{C})$,

$$u_p = \sum_{\sigma \in S_p} (-1)^\sigma E_{1,p+\sigma(1)}E_{2,p+\sigma(2)} \cdots E_{m,p+\sigma(m)}.$$  

We need to introduce one more definition and a preliminary Lemma.

**Definition 12.9.** $C_p = \{ \alpha \in \Delta^+(\mathfrak{l}) : \rho(\alpha) = \frac{1}{2}(\gamma_i - \gamma_p)|_{\mathfrak{h}_-} : i < p \}.$

**Lemma 12.10.**

1. $[E_{-\gamma_p}, v] = 0$ for all $v \in \mathfrak{n}^{p-1}$.
2. If $\alpha \in C_p$ and $\beta \in \Delta(\mathfrak{n}^{p-1})$, then $\alpha + \beta$ is not a root.
3. If $Z \in \mathfrak{n}^p$, then $[Z, E_{-\gamma_p}] = 0$.  
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Proof. To prove (1), observe that if $\alpha \in \Delta(n^{p-1})$, then $\rho(\alpha) = \frac{1}{2}(\gamma_i + \gamma_j)$ with $i, j \leq p - 1$. On the other hand, if $i, j \leq p - 1$, then $\frac{1}{2}(\gamma_i + \gamma_j) - \gamma_p$ is not one of the possible restrictions of roots to $\mathfrak{h}_\nu$. The argument that proves (2) is similar: $\rho(\alpha) = \frac{1}{2}(\gamma_i - \gamma_p)$ for some $i < p$ while $\rho(\beta) = \frac{1}{2}(\gamma_k + \gamma_l)$ for some $k, l \leq p - 1$. There is no root in $\Delta$ with restriction $\rho(\alpha) + \rho(\beta)$. The proof of (3) is similar. \(\square\)

We now sketch the computation of

\[
(12.11) \quad [E_{-\gamma_p}, u_p] \otimes 1
\]

and find the special value of $s$ making (12.11) zero in $U(\mathfrak{g}) \otimes_{U(\mathfrak{g})} C_s$.

In the remainder of the lecture we briefly describe this computation and find $s_j$. It will be useful to keep in mind our example and to think of $u_p$ as the determinant of an appropriate minor. Then, the next Proposition can be interpreted as an expansion of a determinant by the last row and the furthest most left column of the appropriate minor, similar to the computations we did in Lecture 10.

**Lemma 12.12.** ([16])

\[
(12.13) \quad u_p = E_{\gamma_p} u_{p-1} + \sum_{\alpha, \beta \in \mathcal{C}_p, \alpha \leq \beta} [E_\alpha, E_{\gamma_p}] [E_\beta, E_{\gamma_p}] Z_{\alpha, \beta}
\]

where $Z_{\alpha, \beta} \in U(n^{p-1})$.

**Proof.** (Sketch) Write $u_p = \sum a_{\alpha_1, \ldots, \alpha_p} E_{\alpha_1} \ldots E_{\alpha_p}$ with the sum running over $\alpha_1, \ldots, \alpha_p$ so that $\sum \alpha_i = \sum_1^p \gamma_i$. Then

\[
u_p = E_{\gamma_p} v + \sum_{\alpha_i \neq \gamma_p} a_{\alpha_i, \ldots, \alpha_p} E_{\alpha_1} \ldots E_{\alpha_p}.
\]

By Theorem 12.2 $v$ is in $U(n^{p-1})$.

We want to argue that $v$ is a multiple of $u_{p-1}$. It is clear that $v$ has weight $\sum_1^{p-1} \gamma_i$. We need to show that $[Z, v] = 0$ for all $Z \in \mathfrak{n}^p$. This characterizes $u_{p-1}$ (up to a scalar multiple) by the multiplicity one of Theorem 9.5. Therefore we compute $[E_{-\gamma_p}, u_p]$. By Lemma(12.10), we know that $[E_{-\gamma_p}, v] = 0$. Hence,

\[
[E_{-\gamma_p}, u_p] = v H_{-\gamma_p} + w_1 + \sum_{\alpha \in \Delta_1} w_{\alpha} E_\alpha, \quad w_1, w_\alpha \in U(n^p).
\]

Assume that $Z \in \mathfrak{n}^p$. Since $u_p$ is the highest weight vector of a $L$-module, we have $[Z, u_p] = 0$. We also know, by Lemma (12.10), that $[Z, E_{-\gamma_p}] = 0$. Thus, applying $\text{ad}(Z)$ to the previous formula gives

\[
\begin{aligned}
&\quad + \sum_{\alpha \in \Delta(1)} [Z, w_\alpha] E_\alpha + \sum_{\alpha \in \Delta_{\mathfrak{c}}} w_\alpha [Z, E_\alpha] \\
&= [Z, v] H_{-\gamma_p} + [Z, w_1] + \sum_{\alpha \in \Delta(1)} v_\alpha E_\alpha.
\end{aligned}
\]

(12.14)
In equation (12.14), \([Z,v]H_{-\gamma_p} \in U(n)\mathfrak{h}, [Z,w_1] \in U(n)\) and the last term is in \(U(n)[\tilde{n} \oplus \tilde{n}]\). We conclude from the PBW Theorem that each of the three terms in the last line of (12.14) is zero, therefore \([Z,v] = 0\) for all \(Z \in \tilde{n}^p\). Since the \(L\)-irreducibles in \(U(n)\) have multiplicity one, we have \(v = c u_{p-1}\).

It is a little more delicate to show that \(c \neq 0\) and we will omit the proof.

For the second term in (12.13), note that since the weight must be \(\gamma_1 + \cdots + \gamma_p\) and no \(E_{\gamma_p}\) occurs, there must be a pair \(E_{\alpha+\gamma_p}, E_{\beta+\gamma_p}\) which does occur. (This follows from the Lemma 12.2 and the fact that \(\gamma_p\) is simple.) For \(\alpha + \gamma_p\) and \(\beta + \gamma_p\) to be roots, \(\alpha\) and \(\beta\) must be in \(C_p\). Requiring \(\alpha \leq \beta\) is simply to ensure that the same term is not written twice.

**Lemma 12.15.** ([16])

\[
[E_{-\gamma_p}, u_p] = u_{p-1}H_{-\gamma_p} + \frac{1}{4}\langle \gamma_p, \gamma_p \rangle c_p u_{p-1} + \sum_{\alpha \in \Delta^+ (l)} w'_{\alpha} E_{\alpha}
\]

where \(w'_{\alpha} \in U(n)\) and \(c_p\) is the cardinality of \(C_p = \{\alpha \in \Delta^+(l) : \rho(\alpha) = \frac{n-\gamma_p}{2}, i < p\}\).

**Proof.** (Sketch) Set \(w_p = \sum_{\alpha, \beta \in C_p, \alpha \leq \beta} [E_\alpha, E_{\gamma_p}] [E_\beta, E_{\gamma_p}] Z_{\alpha, \beta}\). By Proposition (12.12), we need to show that

\[
[E_{-\gamma_p}, w_p] = \frac{1}{4}\langle \gamma_p, \gamma_p \rangle c_p u_{p-1} + \sum_{\alpha \in \Delta^+(l)} w'_{\alpha} E_{\alpha}
\]

Direct computations lead to the following formula:

(12.16) \[
[E_{-\gamma_p}, w_p] = -\frac{1}{2}\langle \gamma_p, \gamma_p \rangle \sum_{\alpha, \beta \in C_p, \alpha \leq \beta} [E_\beta, [E_\alpha, E_{\gamma_p}]] Z_{\alpha, \beta} + \sum_{\alpha \in \Delta^+(l)} w'_{\alpha} E_{\alpha}.
\]

We need to identify \(\sum_{\alpha, \beta \in C_p, \alpha \leq \beta} [E_\beta, [E_\alpha, E_{\gamma_p}]] Z_{\alpha, \beta} + \frac{\gamma_p}{2} u_{p-1}\). To do so, we need to establish a relation between \(w_p\) and \(u_{p-1}\). Once again we use the fact that \(u_p\) is a highest weight vector. For \(\delta \in C_p, [E_\delta, u_p] = 0\). Lemma 12.10 implies that \([E_\alpha, Z_{\alpha, \beta}] = [E_\delta, u_{p-1}] = 0\). Hence, by Lemma 12.12, for \(\delta \in C_p\)

\[0 = [E_\delta, u_p] = u_{p-1} [E_\delta, E_{\gamma_p}] + [E_\delta, w_p].\]

This implies that for \(\delta \in C_p\),

\[-u_{p-1} [E_\delta, E_{\gamma_p}] = \sum_{\alpha \leq \beta \in C_p} [E_\delta, [E_\alpha, E_{\gamma_p}]] [E_\beta, E_{\gamma_p}] Z_{\alpha, \beta} + \sum_{\alpha \leq \beta \in C_p} [E_\alpha, E_{\gamma_p}] [E_\delta, [E_\beta, E_{\gamma_p}]] Z_{\alpha, \beta}.
\]

Since \([E_\delta, [E_\alpha, E_{\gamma_p}]] Z_{\alpha, \beta}\) does not contain \([E_\delta, E_{\gamma_p}]\) (by Lemma 12.2), the PBW Theorem (applied to \(U(n)\) and a basis of root vectors) tells us that for each \(\delta \in C_p\),

(12.17) \[
\sum_{\alpha \leq \delta \in C_p} [E_\delta, [E_\alpha, E_{\gamma_p}]] Z_{\alpha, \delta} + \sum_{\delta \leq \beta \in C_p} [E_\delta, [E_\beta, E_{\gamma_p}]] Z_{\alpha, \delta} = -u_{p-1}.
\]
Adding equation (12.17) over $\delta \in C_p$ gives

$$(12.18) \sum_{\alpha, \delta \in C_p, \alpha \leq \delta} Z_{\alpha, \delta}[E_\delta, [E_\alpha, E_{\gamma_p}]] + \sum_{\alpha, \delta \in C_p, \delta \leq \beta} Z_{\delta, \beta}[E_\delta, [E_\beta, E_{\gamma_p}]] = -c_p u_{p-1}$$

Now we observe that sum of roots in $C_p$ is not a root, and therefore the Jacobi identity gives $[E_\alpha[E_\beta, E_{\gamma_p}]] = [E_\beta[E_\alpha, E_{\gamma_p}]]$. Equation (12.18) now implies

$$(12.19) -\frac{c_p}{2} u_{p-1} = \sum_{\alpha \leq \delta \in C_p} Z_{\alpha, \delta}[E_\delta, [E_\alpha, E_{\gamma_p}]].$$

The lemma follows. \hfill \square

**Theorem 12.20.** Let $m = 1, \ldots, p$ and $s = -c_m$. Also let $E_m = F_m \otimes C_s$. Then

$$\text{Hom}(E_m, [U(\mathfrak{g}) \otimes U(\mathfrak{p}) C_s]^\text{Tr}) \neq 0.$$ 

Furthermore, $\text{Hom}_g(U(\mathfrak{g}) \otimes U(\mathfrak{p}) E_m, U(\mathfrak{g}) \otimes U(\mathfrak{p}) C_s) \neq \{0\}$ and for the bundles $E_m$ and $C_{-s}$ on $G/\overline{P}$, $D(C_{-s}, E_m) \neq \{0\}$.

**Proof.** Observe that this Lemma implies that

$$[E_{\gamma_p}, u_p] \otimes 1 = u_{p-1} H_{-\gamma_p} \otimes 1 + \frac{1}{4} \langle \gamma_p, \gamma_p \rangle c_p u_{p-1} \otimes 1 = 0$$

if and only if $s \lambda(H_{\gamma_p}) = \frac{\langle \gamma_p, \gamma_p \rangle}{4} c_p$. By Lemma(12.2),

$$\lambda(H_{\gamma_p}) = \lambda(H_\alpha) = \frac{1}{2} \langle \beta_1, \beta_1 \rangle = \frac{1}{2} \langle \gamma_p, \gamma_p \rangle.$$  

The last inequality follows from the fact that the simple root $\beta_1$ in $\Delta(n)$ has the same length as each of the strongly orthogonal roots $\gamma_i$. \hfill \square

**Corollary 12.21.** For our $\mathfrak{sl}(p + q, \mathbb{C})$ example the special values are $s = m - 1$.

**EXERCISES**

(12.1) Do the computation to show that the special value of $s$ corresponding to $u_p$ in the $\mathfrak{sl}(p, \mathbb{C})$ example is $-(p - 1)$ by using the formula for $u_p$ in terms of the determinant.

For the $\mathfrak{sl}(p + q, \mathbb{C})$ example write down the corresponding conformally invariant system. (See Theorem 11.17.) Compare with Lecture 10.
LECTURE 13. CONFORMALLY INVARIANT SYSTEMS FOR HEISENBERG TYPE PARABOLIC SUBGROUPS, I

Consider a complex simple Lie algebra \( g \) other than \( \mathfrak{sl}(2, \mathbb{C}) \). It is a fact that each such \( g \) contains a parabolic subalgebra \( p = l \oplus n \) with \( n \) a Heisenberg Lie algebra. Up to conjugacy there is a unique such parabolic subalgebra.

**Definition 13.1.** Let \( V \) be a complex vector space with a nondegenerate alternating bilinear form \( \omega \) (called a *symplectic* form). It follows that \( V \) has even dimension, say \( 2n \). Then define a \( 2n + 1 \)-dimensional Lie algebra by \( \mathfrak{h}_{2n+1} \equiv V \oplus \mathbb{C} \) with Lie bracket defined by \([ (v, z), (v', z') ] = (0, \omega(v, v'))\). A Lie algebra is a *Heisenberg* Lie algebra if it is isomorphic to \( \mathfrak{h}_{2n+1} \) \( (n \geq 1) \).

Exercise: Verify that this bracket operation defines a Lie algebra. Show that the subalgebra

\[
\mathfrak{n} = \left\{ \begin{pmatrix}
0 & x_1 & \ldots & x_n & z \\
y_1 & \ddots & & \vdots & \\
\vdots & & \ddots & \ddots & \\
y_n & & \ddots & 0
\end{pmatrix} \right\}
\]

of \( \mathfrak{gl}(n+1, \mathbb{C}) \) is isomorphic to \( \mathfrak{h}_{2n+1} \).

A Lie algebra \( \mathfrak{n} \) is said to be 2-step nilpotent if \( \mathfrak{n} \) is nonabelian and \([\mathfrak{n}[\mathfrak{n}, \mathfrak{n}]] = 0\). It may be shown that \( \mathfrak{h}_{2n+1} \) is the unique (up to isomorphism) Lie algebra which is 2-step nilpotent and has one-dimensional center.

We say that a parabolic subalgebra \( p = l \oplus \mathfrak{n} \) is of *Heisenberg type* if \( \mathfrak{n} \) is a Heisenberg Lie algebra.

In earlier lectures we were successful in using invariant theory to construct conformally invariant systems and gain information on reducibility of Verma modules when the parabolic subalgebra is of abelian type, that is when \( \mathfrak{n} \) is abelian. The parabolic subalgebras of Heisenberg type may be considered ‘close’ to those of abelian type since \([X[Y, Z]]\) is always zero. On the other hand it may be considered as the opposite extreme since the center is as small as possible. We will see how methods similar to those used for parabolics of abelian type may be used for the Heisenberg type parabolics.

Now suppose \( G_0 \) is a real simple Lie group with Lie algebra \( \mathfrak{g}_0 \). A parabolic subalgebra \( \mathfrak{p}_0 \) of \( \mathfrak{g}_0 \) is of Heisenberg type when \( \mathfrak{p} = \mathfrak{p}_0 \otimes \mathbb{C} \) is a subalgebra of \( \mathfrak{g} = \mathfrak{g}_0 \otimes \mathbb{C} \) of Heisenberg type. Not all simple real Lie algebras have parabolic subalgebras of Heisenberg type. For example \( \mathfrak{so}(n, 1) \) does not. Each split\(^4\) simple Lie group does have one. Let us fix a parabolic subalgebra \( \mathfrak{p}_0 \) of Heisenberg type and let \( P_0 \) be the corresponding parabolic subgroup of \( G_0 \).

\(^4\)A real Lie algebra is split means \( a_{\text{min}} \) is a Cartan subalgebra. A group with such a Lie algebra is called split.
Our goal in the final two lectures is to show how to construct conformally invariant systems on $C^\infty(G_0/\tilde{P}_0, C_s)$, for appropriate homogeneous line bundles $C_s$. As in the abelian case, this will be possible for certain 'special values' of $s$.

In order to study the relevant invariant theory, let $G$ be a complex Lie group with Lie algebra $\mathfrak{g}$ and let $P = LN$ be the parabolic subgroup with Lie algebra $\mathfrak{p} = \mathfrak{p}_0 \oplus \mathfrak{c}$. Then, by Vinberg's theorem ([10, Ch. X]), $\mathfrak{n}/[\mathfrak{n}, \mathfrak{n}]$ is a prehomogeneous vector space under the adjoint action of $L$. By the complete reducibility of the adjoint action of $L$ on $\mathfrak{n}$ we may write the $L$-decomposition as $\mathfrak{n} = V^+ \oplus \mathfrak{z}$, where $\mathfrak{z}$ is the one-dimensional center of $\mathfrak{n}$. Then $V^+ \simeq \mathfrak{n}/[\mathfrak{n}, \mathfrak{n}]$ is the prehomogeneous vector space which will play a key role in our construction of conformally invariant systems.

In addition to the decomposition $\mathfrak{n} = V^+ \oplus \mathfrak{z}$ write $\mathfrak{n} = V^- \oplus \mathfrak{z}'$.

13.1. The invariant theory. A covariant is an irreducible representation $(\rho, W)$ of $L$ along with a nonzero $L$-equivariant polynomial map $F : V^+ \to W$. By a polynomial map we of course mean a map for which each coordinate is polynomial in $V^+$. So a covariant comes from an element of $\{P(V^+) \otimes W\}^L$. But this is $\text{Hom}_L(W^+, P(V^+))$. There are four natural covariants $\tau_1, \ldots, \tau_4$ which will play a role in our construction.

In order to define these covariants we need to set up a little notation. Fix a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ and a positive system of roots $\Delta^+ = \Delta^+ (\mathfrak{h}, \mathfrak{g})$. Let $\Pi$ be the corresponding system of simple roots. Denote by $\gamma$ the highest root. This is, by definition, the highest weight of the adjoint representation. Choose a root vector $E_\gamma \in \mathfrak{g}^{(\gamma)}$ normalized so that $-\kappa(E_\gamma, \theta(E_\gamma)) = 1$. By scaling $\kappa$ if necessary we assume that $\langle \gamma, \gamma \rangle = 2$. It is a fact that the Heisenberg parabolic is the parabolic subalgebra $\mathfrak{p}$ defined (as in Lecture 3) by $S = \Pi \setminus \{\alpha \in \Pi : \langle \alpha, \gamma \rangle = 0\}$. This means that

$$\mathfrak{p} = I \oplus \mathfrak{n} = (\mathfrak{h} + \sum_{\alpha \in \Delta, \langle \alpha, \gamma \rangle = 0} \mathfrak{g}^{(\alpha)}) + (\sum_{\alpha \in \Delta, \langle \alpha, \gamma \rangle > 0} \mathfrak{g}^{(\alpha)}).$$

One can also easily see that $\mathfrak{z} = C\mathfrak{e}_\gamma$. Let $H_\gamma$ (as defined earlier) be given by $\gamma(H) = \langle H, H_\gamma \rangle$. Note that it follows that $\alpha(H_\gamma) = \langle \alpha, \gamma \rangle$. In particular, $\text{ad}(H_\gamma)E_\gamma = 2E_\gamma$. When $\alpha \in \Delta(V^+)$, $\langle \alpha, \gamma \rangle = 1$. Therefore, there is a grading of $\mathfrak{g}$ by eigenvalues of $\text{ad}(H_\gamma)$. Set $\mathfrak{g}_{(k)} = \{X \in \mathfrak{g} : \text{ad}(H_\gamma)(X) = kX\}$. Then

$$\mathfrak{g} = \mathfrak{g}_{(-2)} \oplus \mathfrak{g}_{(-1)} \oplus \mathfrak{g}_{(0)} \oplus \mathfrak{g}_{(1)} \oplus \mathfrak{g}_{(2)},$$

and $[\mathfrak{g}(i), \mathfrak{g}(k)] \subset \mathfrak{g}(i+k)$. Since $\mathfrak{g}_0 = I$, $\mathfrak{g}_{(\pm 1)} = V^\pm$ and $\mathfrak{g}_{(\pm 2)} = \mathfrak{g}^{(\pm \gamma)}$, this grading is

$$\mathfrak{g} = \mathfrak{g}^{(-\gamma)} \oplus V^- \oplus I \oplus V^+ \oplus \mathfrak{g}^{(\gamma)}.$$
Killing form pairs $g^\gamma$ and $g^{-\gamma}$ it follows that $(g^{(\gamma)})^* \cong g^{(-\gamma)}$ and the representation of $L$ on $g^{(-\gamma)}$ is by $\chi(\ell^{-1})$.

**Example 13.2.** Consider $g = \mathfrak{sl}(r+1, C)$, $r \geq 2$. It is convenient to form the so-called extended Dynkin diagram by attaching $-\gamma$ by the same rules as were used to form the Dynkin diagram.

Then $\gamma = \alpha_1 + \ldots + \alpha_r = \epsilon_1 - \epsilon_{r+1}$ and $\Delta(\mathfrak{h}, l) = \{\epsilon_i - \epsilon_j : 2 \leq i < j \leq r\}$. The prehomogeneous vector space $(\text{Ad}, V^+)$ is the same as $GL(1, C) \times GL(r-1, C)$ acting on $C^{r-1} \times C^{r-1}$ by

$$(\lambda, g)(v_1, v_2) = (\lambda(g^t))^{-1}v_1, \lambda \det(g)gv_2).$$

Here we are thinking of $C^{r-1}$ as column vectors. The character $\chi$ is $\chi(\lambda, g) = \lambda^2 \det(g)$.

**Example 13.3.** Let $g = \mathfrak{so}(2r, C)$. The extended Dynkin diagram is

Here $\gamma = \alpha_1 + 2\alpha_2 + \ldots + 2\alpha_{r-2} + \alpha_{r-1} + \alpha_r$. A representation equivalent to $(\text{Ad}, V^+)$ is $GL(2) \times SO(2r - 4)$ acting naturally on the tensor product $C^2 \otimes C^{2r-4}$. Our character $\chi$ is $\chi(g_1, g_2) = \det(g_1)$.

Now we are ready to define the four natural covariants. For $1 \leq k \leq 4$ and $X \in V^+$, we define $\tau_k(X) \in g$ by

$$\tau_k(X) = \frac{1}{k!} \text{ad}(X)^k(E_{-\gamma}).$$

Since $\text{ad}(X)$ increases the $H_\gamma$-weight by 1 we have polynomial maps

$$\tau_1 : V^+ \to V^-$$
$$\tau_2 : V^+ \to I$$
$$\tau_3 : V^+ \to V^+$$
$$\tau_4 : V^+ \to g^{(\gamma)}$$
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Lemma 13.4. For \( \ell \in L \), \( X \in V^+ \) and \( 1 \leq k \leq 4 \), we have
\[
\tau_k(\text{Ad}(\ell)X) = \chi(\ell) \text{Ad}(\ell) \tau_k(X).
\]

Proof. Note that
\[
\tau_k(X) = \frac{1}{k} \text{ad}(X)(\tau_{k-1}(X)).
\]

Assume that the Lemma holds for \( k - 1 \), then
\[
\tau_k(\text{Ad}(\ell)X) = \frac{1}{k} \text{ad}(\text{Ad}(\ell)X)(\chi(\ell) \text{Ad}(\ell) \tau_{k-1}(X))
\]
\[
= \frac{1}{k} \chi(\ell) \text{ad}(\text{Ad}(\ell)X)(\text{Ad}(\ell) \tau_{k-1}(X))
\]
\[
= \frac{1}{k} \chi(\ell) \text{ad}(\text{Ad}(\ell)X)(\tau_{k-1}(X))
\]
\[
= \chi(\ell) \text{Ad}(\ell) \tau_k(X).
\]

To complete the induction argument we check when \( k = 1 \).
\[
\tau_1(\text{Ad}(\ell)X) = [\text{Ad}(\ell)X, E_{-\gamma}]
\]
\[
= \text{Ad}(\ell)[X, \text{Ad}(\ell^{-1})E_{-\gamma}]
\]
\[
= \text{Ad}(\ell)[X, \chi(\ell^{-1})^{-1}E_{-\gamma}]
\]
\[
= \chi(\ell) \text{Ad}(\ell)[X, E_{-\gamma}]
\]
\[
= \chi(\ell) \text{Ad}(\ell) \tau_1(X).
\]

\( \Box \)

Since \( g_\gamma \) is one-dimensional, there is a quartic polynomial \( \Delta \) on \( V^+ \) such that \( \tau_4(X) = \Delta(X)E_\gamma \). The lemma implies that, \( \Delta(\text{Ad}(\ell)X) = \chi^2(\ell)\Delta(X) \). Therefore, if \( \Delta \) is nonzero then it is a relative invariant for the prehomogeneous vector space \( V^+ \), associated to the character \( \chi^2 \). Nothing done so far guarantees that the maps introduced are non-zero. Indeed, in type \( C_r \) one can check that \( \tau_3 = \tau_4 = 0 \) while \( \tau_1 \) and \( \tau_2 \) are non-zero. For each of the other Lie algebras \( \tau_1, \ldots, \tau_4 \) are all non-zero.

We assume that \( g \) is not of type \( C_r \) and prove that \( \tau_k \neq 0 \) for \( 1 \leq k \leq 4 \). A key observation is that under this assumption there exists a simple root \( \delta \in \Delta(V^+, \mathfrak{h}) \) having the property that \( \delta' = \gamma - \delta \in \Delta(V^+, \mathfrak{h}) \) and \( \gamma - 2\delta \) is not a root. A little technical lemma shows that it is possible to normalize root vectors \( E_{\pm \delta}, E_{\pm (\gamma - \delta)}, E_{\pm \gamma} \) and vectors \( H_\delta, H_{\gamma - \delta} \) in such a way that the linear map satisfying
\[
H_\delta \to E_{11} - E_{22}, \quad E_\delta \to E_{12}, \quad E_{-\delta} \to E_{21}
\]
\[
H_{\delta'} \to E_{22} - E_{33}, \quad E_{\delta'} \to E_{23}, \quad E_{-\delta'} \to E_{32}
\]
\[
H_\gamma \to E_{11} - E_{33}, \quad E_\alpha \to E_{13}, \quad E_{-\gamma} \to E_{31}
\]
is an isomorphism between the subalgebra of \( g \) generated by \( \{E_{\pm \delta}, E_{\pm \delta'}\} \) and \( \mathfrak{sl}(3) \).

Lemma 13.5. For scalars \( x \) and \( y \) we have
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(1) \( \tau_1(xE_\delta + yE_{\delta'}) = yE_\delta - xE_{\delta'} \),
(2) \( \tau_2(xE_\delta + yE_{\delta'}) = \frac{x^2}{y}(H_\delta - H_{\delta'}) \),
(3) \( \tau_3(xE_\delta + yE_{\delta'}) = -\frac{x^2}{y^2}E_\delta + \frac{x^2}{y^2}E_{\delta'} \),
(4) \( \tau_4(xE_\delta + yE_{\delta'}) = \frac{x^2}{y^2}E_\gamma \).

**Proof.** In view of the previous observation, it is enough to do the calculations on \( \mathfrak{sl}(3) \). \( \square \)

**Proposition 13.6.** The point \( X_0 = \sqrt{2}(E_\delta + E_{\delta'}) \in V^+ \) is a generic point of the prehomogeneous vector space \( (\text{ad}, V^+) \).

**Proof.** In Type \( A_2 \) the Proposition is verified directly. Otherwise, one needs to argue that \( \Delta \) generates the semigroup of relative invariant polynomials of \( (\text{Ad}, V^+) \). Since \( \Delta(X_0) \neq 0 \), the Proposition follows. \( \square \)

**EXERCISES**

(13.1) Verify the statements made in Examples 13.2 and 13.3.

(13.2) For the simple Lie algebras \( \mathfrak{so}(2r + 1, \mathbb{C}) \) and \( \mathfrak{sp}(2r, \mathbb{C}) \) give the same information as was given in Example 13.2.

(13.3) Show that for \( \mathfrak{sp}(2r, \mathbb{C}) \) both \( \tau_3 \) and \( \tau_4 \) are zero.

(13.4) For each of the classical simple Lie algebras, other than \( \mathfrak{sp}(2r, \mathbb{C}) \), find the roots \( \delta \) and \( \delta' \).
LECTURE 14. CONFORMALLY INVARIANT SYSTEMS FOR HEISENBERG TYPE PARABOLIC SUBGROUPS, II

This lecture is a continuation of the previous lecture. We will only describe some of the computations. Details may be found in [2].

Since \( n = V^+ + z \) is a Heisenberg Lie algebra, the space \( V^+ \) carries a non-degenerate alternating form \( \omega \) given by

\[
[X_1, X_2] = \omega(X_1, X_2)E_\gamma, \quad \text{for} \quad X_1, X_2 \in V^+.
\]

The form is indeed non-degenerate since for each \( E_\alpha \in V^+ \), \( E_\gamma - \alpha \in V^+ \) and \([E_\gamma - \alpha, E_\alpha] \neq 0\). By applying \( \text{Ad}(\ell) \) to the above formula we have

\[
\omega(\text{Ad}(\ell)X_1, \text{Ad}(\ell)X_2) = \chi(\ell)\omega(X_1, X_2).
\]

Note that there is an involution of the set of roots in \( V^+ \) given by \( \alpha \mapsto \gamma - \alpha \). Set \( \alpha' = \gamma - \alpha \), for each \( \alpha \in \Delta(V^+) \), so \( \alpha \mapsto \alpha' \) is the involution of \( \Delta(V^+) \). In order to carry out the necessary calculations we fix a basis \( \{E_\alpha : \alpha \in \Delta(V^+)\} \) consisting of root vectors normalized in a special way\(^5\). The basis \( \{E_\alpha : \alpha \in \Delta(V^+)\} \) satisfies

\[
\omega(E_\alpha, E_\beta') = 0 \quad \text{if and only if} \quad \alpha \neq \beta. \quad \text{When} \quad \alpha = \beta, \quad \text{we set} \quad \omega(E_\alpha, E_\alpha') = \omega_\alpha.
\]

Therefore,

\[
\omega(E_\alpha, E_\beta') = \omega_\alpha \delta_{\alpha, \beta}.
\]

It follows that any vector \( Y \in V^+ \) may be expanded as

\[
Y = \sum_{\alpha \in \Delta(V^+)} \omega^{-1}_\alpha \omega(Y, E_{\alpha'})E_\alpha.
\]

Check: Write \( Y = \sum y_\beta E_\beta \). Then

\[
\sum_\alpha \omega^{-1}_\alpha \omega(\sum_\beta y_\beta E_\beta, E_{\alpha'})E_\alpha = \sum_{\alpha, \beta} \omega^{-1}_\alpha y_\beta \omega(E_\beta, E_{\alpha'})E_\alpha = \sum_\alpha y_\alpha E_\alpha = Y.
\]

14.1. Embedding of covariants into the enveloping algebra. The covariants \( \tau_1, \ldots, \tau_4 \) will be used to find certain \( \ell \)-subrepresentations of \( U(n) \). These \( \ell \)-subrepresentations of \( U(n) \) will later be used to construct the systems of the differential operators which will turn out to be conformally invariant systems.

Recall that

\[
\tau_k : V^+ \rightarrow W_k, \quad k = 1, \ldots, 4
\]

are \( L \)-equivariant polynomial maps. That is

\[
\tau_k \in \{ P(V^+) \otimes W_k \}^L \cong \text{Hom}_L(W_k^*, P(V^+)).
\]

\(^5\)One must be precise about the normalization of root vectors in order to construct the conformally invariant systems. The details of this normalization is given in [2]. However, for the computations presented in this lecture, these details are not needed.
From Lecture 13 we know that
\[ W_1 = V^- \otimes C \chi \]
\[ W_2 = I \otimes C \chi \]
\[ W_3 = V^+ \otimes C \chi \]
\[ W_4 = \mathfrak{g} \otimes C \chi \simeq C \chi^2. \]

Our goal is to get an element of \( U(n) \) for each polynomial \( \tau_k \). This is accomplished as follows. The symplectic form \( \omega \) gives an isomorphism
\[ (V^+)^* \simeq V^+ \otimes C \chi^{-1} \]
by formula (14.1). Now \( P(V^+) \simeq S((V^+)^*) \simeq S(V^+ \otimes C \chi^{-1}) \). Since \( W_k \) occurs as homogeneous polynomials of degree \( k \), we have
\[ W_k^* \rightarrow S^k(V^+) \otimes C \chi^{-k}, \]
therefore
\[ W_k^* \otimes C \chi^k \rightarrow S^k(V^+) \hookrightarrow U(n). \]

The following table records the subrepresentations of \( U(n) \) determined by the four covariants. Here, the Killing form is used to identify certain dual spaces with subspaces of \( \mathfrak{g} \).

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \frac{W_k^* \otimes C \chi^k}{V^+} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( V^+ )</td>
</tr>
<tr>
<td>2</td>
<td>( [l, l] \otimes C \chi )</td>
</tr>
<tr>
<td>3</td>
<td>( V^- \otimes C \chi^2 )</td>
</tr>
<tr>
<td>3</td>
<td>( C \chi^2 )</td>
</tr>
</tbody>
</table>

In the second entry we have removed the center of \( \mathfrak{l} \). This is because the center maps to 0, thus does not contribute.

In the \( k = 1 \) case, the embedding of \( V^+ \) into \( S(V^+) \) is clear. Up to a multiplicative constant this happens in only one way.

When \( k = 2 \) it is not so clear how \( [l, l] \otimes C \chi \) embeds into \( S(V^+) \). In order to get an explicit embedding, we must trace through the isomorphisms which lead us from \( \tau_2 \) to \( [l, l] \otimes C \chi \subset S(V^+) \). There are three points which must be clear. The first is how \( \tau_2 \) gives \( [l, l] \otimes C \chi^{-1} \subset P(V^+) \). Since the Killing form identifies \( \mathfrak{l} \) with itself, \( Z \) maps to the polynomial in \( X \)
\[ \kappa(\tau_2(X), Z). \]

The second point is that \( P(V^+) \simeq S((V^+)^*) \). This is a general fact for any (finite dimensional) vector space \( V \). Given
\[ u = \frac{1}{n!} \sum_{\sigma \in S_m} v_{\sigma(1)}^* v_{\sigma(2)}^* \ldots v_{\sigma(m)}^*, \quad v_i^* \in V^* , \]
there is a polynomial
\[ P_u(X) = v_1^*(X) v_2^*(X) \ldots v_m^*(X). \]
The linear extension of the map $u \mapsto P_u$ is an isomorphism $S(V^*) \rightarrow P(V)$.

The third point to make explicit how $(V^+)^* \simeq V^+ \otimes C_{\chi^{-1}}$. This is accomplished by $Y \mapsto \omega(Y, \cdot)$.

Now, combining the last two isomorphisms gives and isomorphism

\[(14.3) \quad S(V^+ \otimes C_{\chi^{-1}}) \rightarrow P(V^+).\]

Explicitly, if

$$u = \frac{1}{n!} \sum_{\sigma \in S_n} Y_{\sigma(1)}^* Y_{\sigma(2)}^* \ldots Y_{\sigma(m)}^*, \quad Y_i^* \in (V^+)^*,$$

the corresponding polynomial is

\[(14.4) \quad P_u(X) = \omega(Y_1, X)\omega(Y_2, X) \ldots \omega(Y_m, X).\]

Back to $\tau_2$. For $Z \in [l, l]$ and $\alpha \in \Delta(V^+)$ write

$$\text{ad}(Z)(E_\alpha) = \sum_{\beta \in \Delta(V^+)} M_{\beta, \alpha}(Z)E_\beta.$$

The functions $M_{\beta, \alpha}(Z)$ are called matrix coefficients for the representation of $[l, l]$ on $V^+$. We claim that the map $[l, l] \otimes C_{\chi^{-1}} \rightarrow S(V^+)$ determined by $\tau_2$ is

\[(14.5) \quad Z \mapsto \frac{1}{2} \sum_{\alpha, \beta \in \Delta(V^+)} \omega^{-1}_\beta M_{\alpha, \beta'}(Z)(E_\alpha E_\beta + E_\beta E_\alpha)\]

**Proof.** This is a computation using the remarks above. We show that the polynomial defined by the $\frac{1}{2} \sum_{\alpha, \beta \in \Delta(V^+)} \omega^{-1}_\beta M_{\alpha, \beta'}(Z)(E_\alpha E_\beta + E_\beta E_\alpha)$ via formula (14.4)
where \( \kappa(\tau_2(X), Z) \).

\[
\sum_{\alpha, \beta} \omega_{\beta}^{-1} M_{\alpha, \beta}(Z) \omega(E_\alpha, X) \omega(E_\beta, X)
\]

\[
= \sum_{\beta} \omega_{\beta}^{-1} \left( \sum_{\alpha} M_{\alpha, \beta}(Z) \omega(E_\alpha, X) \right) \omega(E_\beta, X)
\]

\[
= \sum_{\beta} \omega_{\beta}^{-1} \omega(\sum_{\alpha} M_{\alpha, \beta}(Z) E_\alpha, X) \omega(E_\beta, X)
\]

\[
= \sum_{\beta} \omega_{\beta}^{-1} \omega(\omega(E_\beta, X) \omega(E_{\beta'}), X) \omega(E_{\beta'}, X)
\]

by differentiating (14.1) and using the fact that \( Z \in [l, l] \),

\[
= \omega\left( \omega\left( \sum_{\beta} \omega_{\beta}^{-1} \omega([Z, X], E_{\beta'}) E_{\beta}, X \right) \right)
\]

\[
= \omega([Z, X], X), \quad \text{by (14.2)}
\]

\[
= \omega(X, [X, Z])
\]

\[
= \frac{1}{2} \kappa(E_{-\gamma}, \omega(X, [X, Z]) E_{\gamma}), \quad \text{assuming the normalization} \quad \kappa(E_{-\gamma}, E_{\gamma}) = 2,
\]

\[
= \frac{1}{2} \kappa(E_{-\gamma}, [X, [X, Z]])
\]

\[
= \frac{1}{2} \kappa([X, [X, E_{-\gamma}]], Z)
\]

\[
= \kappa(\tau_2(X), Z).
\]

\[\square\]

Similar computations may be done for \( \tau_3 \) and \( \tau_4 \).

14.2. The conformally invariant systems. Consider the one dimensional representations \( \chi^s, s \in \mathbb{R} \), of \( L \). Extend these representations to all of \( \bar{\mathcal{P}} \) by making \( \bar{\mathcal{N}} \) act trivially. Denote by \( \mathbb{C}_s \), or \( \text{C}_s \), the space of this representation. Note that the differential of \( \chi^s \) has weight \( s\gamma \). We will use the notation \( \mathbb{C}_{s\gamma} \) for the representation space for the Lie algebra representation of weight \( s\gamma \). Then consider \( C^\infty(N, \mathbb{C}_s) \) and the action of \( g \) by \( \pi_s \) as in Prop. 8.4.

Each embedding \( \mathbb{W}_k^+ \otimes \mathbb{C}_{s^{-k}} \rightarrow S(V^+) \hookrightarrow \mathcal{U}(\mathfrak{n}) \) gives a family of differential operators by the right action. For certain special values of \( s \) these families of operators give conformally invariant systems. We will show in detail how this goes for \( k = 1 \). In fact we will do this two ways. Then we will give a short explanation of the situation of \( k = 2, 3 \) and 4.

Consider the case \( k = 1 \). The embedding \( V^+ \hookrightarrow \mathcal{U}(\mathfrak{n}) \) gives a family of differential operators \( \{ R(Y) : Y \in V^+ \} \). We let \( \Omega_1 \) be the system \( \{ R(E_\alpha) : \alpha \in \Delta(V^+) \} \).

Proposition 14.6. When \( s = 0 \), \( \Omega_1 \) is a conformally invariant systems.
Proof. By Theorem 11.17 it suffices to show that $V^+ \otimes 1_{-s\gamma} \subseteq \{ \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) \ C_{-s\gamma} \}_{\mathfrak{p}}$, when $s = 0$. This is a simple computation using the facts that $\mathfrak{p}$ acts by 0 on $1_{-s\gamma}$ (by definition) and $[\mathfrak{l}, \mathfrak{l}]$ acts by 0 on $1_{-s\gamma}$ (since $\chi$ is one dimensional). Let $Y \in V^+$.

Since $[E_{-\gamma}, Y] \in \mathfrak{p}$ we have

$$E_{-\gamma}Y \otimes 1_{-s\gamma} = [E_{-\gamma}, Y] \otimes 1_{-s\gamma} + YE_{-\gamma} \otimes 1_{-s\gamma} = 0.$$ 

For $\beta \in \Delta(V^+)$,

$$E_{-\beta}Y \otimes 1_{-s\gamma} = [E_{-\beta}, Y] \otimes 1_{-s\gamma} + YE_{-\beta} \otimes 1_{-s\gamma}$$

$$= \sum_{\alpha} y_{\alpha} [E_{-\beta}, E_{\alpha}] \otimes 1_{-s\gamma}$$

$$= \sum_{\alpha} y_{\alpha} \otimes [E_{-\beta}, E_{\alpha}] 1_{-s\gamma}$$

$$= s y_{\beta}(\gamma, \beta) 1 \otimes 1_{-s\gamma}.$$ 

The last equality holds because $[E_{-\beta}, E_{\alpha}] \in [\mathfrak{l}, \mathfrak{l}]$ unless $\alpha = \beta$, $[E_{-\beta}, E_{\alpha}] = H_{-\alpha}$ and $-s\gamma(H_{-\alpha}) = s(\gamma, \alpha)$. Now recall that the parabolic subalgebra $\mathfrak{p}$ is defined by $\gamma$, thus $(\gamma, \alpha) > 0$ for all $\alpha \in \Delta(\mathfrak{n})$. We may conclude that $Y \otimes 1_{-s\gamma}$ is annihilated by $\mathfrak{p}$ if and only if $s = 0$. 

A corollary to the proof is that $\text{Hom}_{\mathfrak{g}}(\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) V^+, \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) C_{-s\gamma}) \neq \{0\}$.

A proof of the Proposition may also be given using commutators. Formula (11.15) along with Prop. 8.10 will be applied. In using Formula (11.15) we must calculate $WY \otimes 1$, in $\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) \text{Hom}(C_{a}, C_{b}) \simeq (\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{p}) C_{-s}) \otimes C_{a}$, for $w \in \mathfrak{p}$ and $X \in V^+$.

$$WY \otimes 1_{-s\gamma} = [W, Y] \otimes 1_{-s\gamma} + YW \otimes 1_{-s\gamma}$$

$$= [W, Y] \otimes 1_{-s\gamma}$$

$$= ([W, Y]_\mathfrak{p} + [W, Y]_\mathfrak{n}) \otimes 1_{-s\gamma}$$

$$= -s d_{\chi}[W, Y]_\mathfrak{l} \otimes 1_{-s\gamma} + ([W, Y]_\mathfrak{n}) \otimes 1_{-s\gamma}$$

Formula (11.15) now gives, for $W \in \mathfrak{p}, Y \in V^+$,

$$(\pi_s(W), R(Y)f)(e) = (R([W, Y]_\mathfrak{n})f)(e) - s d_{\chi}([W, Y]_\mathfrak{l})f(e) + s d_{\chi}(X)(R(Y)f)(e).$$ 

When $s = 0$, Prop. 8.10 may be applied to conclude that $\Omega_1$ is a conformally invariant system.

This completes the case of $k = 1$. We will briefly discuss the other cases. For $\tau_2$, $[\mathfrak{l}, \mathfrak{l}] \otimes C_{\chi} \hookrightarrow \mathcal{U}(\mathfrak{n})$. One observes, by looking at each simple Lie algebra, that often $[\mathfrak{l}, \mathfrak{l}]$ decomposes into the direct sum of two simple ideals. In these cases one simple ideal is isomorphic to $\mathfrak{sl}(2, \mathbb{C})$. We will write $[\mathfrak{l}, \mathfrak{l}] = \mathfrak{p}_{\text{small}} \oplus \mathfrak{p}_{\text{big}}$, with $\mathfrak{p}_{\text{small}} \simeq \mathfrak{sl}(2, \mathbb{C})$. Then (14.5) gives two systems of differential operators, one by taking $Z \in \mathfrak{p}_{\text{small}}$ and the other by taking $Z \in \mathfrak{p}_{\text{big}}$. Call these two systems $\Omega^1_{\text{small}}$ and $\Omega^1_{\text{big}}$. 
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For \( k = 3 \), computations similar to those which gave Formula (14.5) give a system \( \Omega'_3 \). It turns out that this does not give a conformally invariant systems (for any value of \( s \)). The point is that \( V^- \otimes C_h^2 \) occurs in \( \mathcal{U}(n) \) in two different ways. A second term must be added to \( \Omega'_3 \) to get a system \( \Omega_3 \). Similarly \( \tau_4 \) gives a system \( \Omega_4 \) (with one operator). The following table gives the special values of \( s \) for which the system is conformally invariant.

<table>
<thead>
<tr>
<th>Type ( \Omega )</th>
<th>( \Omega_1 )</th>
<th>( \Omega_2^{big} )</th>
<th>( \Omega_2^{small} )</th>
<th>( \Omega_3 )</th>
<th>( \Omega_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_r ) (( r \geq 2 ))</td>
<td>0</td>
<td>0</td>
<td>(( r - 1 ))/2</td>
<td>none</td>
<td>(( r - 2 ))/2</td>
</tr>
<tr>
<td>( B_r ) (( r \geq 3 ))</td>
<td>0</td>
<td>( r - 5/2 )</td>
<td>1</td>
<td>none</td>
<td>( r - 2 )</td>
</tr>
<tr>
<td>( C_r ) (( r \geq 2 ))</td>
<td>0</td>
<td>-1/2</td>
<td>none</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>( D_r ) (( r \geq 2 ))</td>
<td>0</td>
<td>( r - 3 )</td>
<td>1</td>
<td>none</td>
<td>( r - 5/2 )</td>
</tr>
<tr>
<td>( E_6 )</td>
<td>0</td>
<td>2</td>
<td>none</td>
<td>3</td>
<td>9/2</td>
</tr>
<tr>
<td>( E_7 )</td>
<td>0</td>
<td>3</td>
<td>none</td>
<td>5</td>
<td>15/2</td>
</tr>
<tr>
<td>( E_8 )</td>
<td>0</td>
<td>5</td>
<td>none</td>
<td>9</td>
<td>27/2</td>
</tr>
<tr>
<td>( F_4 )</td>
<td>0</td>
<td>3/2</td>
<td>none</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>0</td>
<td>2/3</td>
<td>none</td>
<td>1/3</td>
<td>1/2</td>
</tr>
</tbody>
</table>

**EXERCISES**

(14.1) Let \( p \) be a parabolic subalgebra of Heisenberg type. Use Prop. 8.10 to find a formula for \( ([\pi, (E_{-\gamma})], R(Y))f)(n) \), for \( W \in \mathfrak{p}, Y \in V^+ \) and arbitrary \( n \in N \). (Hint: Write \( n = \exp(X + zE_{\gamma}), X \in V^+ \). Then you will need to compute \([\text{Ad}(n^{-1})E_{-\gamma}, Y] \). Do this by using the fact that \( \text{Ad}(\exp(U)) = \exp(\text{ad}(U)) \) for any \( U \in \mathfrak{g} \). Since \( N \) is nilpotent, the series expansion of \( \exp(\text{ad}(U))(Y) \) is finite for \( U \in \mathfrak{n} \).)
LECTURE 15. GYOJA’S CONJECTURE

There is a conjecture of Gyoja which relates the reducibility of Verma modules to the roots of the \( b \)-function of a certain naturally defined polynomial. A version of this conjecture will be stated at the end of this lecture. First, an example is given which motivates the conjecture.

Consider the example of \( \mathfrak{sl}(2p, \mathbb{C}) \) and the ‘middle’ parabolic, i.e., the maximal parabolic subalgebra for which \( \epsilon_p - \epsilon_{p+1} \) is the unique simple root in \( \Delta(\mathfrak{n}) \). Then the prehomogeneous vector space \( n \) is \( \mathbb{M}_p \times \mathbb{P}(\mathbb{C}) \) with action of \( L = S(GL(p, \mathbb{C}) \times GL(p, \mathbb{C})) \) given by \( \rho(\ell_1, \ell_2)X = \ell_1X\ell_2^{-1} \). \( \Delta(X) = \det(X) \) is a relatively invariant polynomial. As mentioned in Lecture 9,

\[
\Delta(\partial_X) \Delta(X)^{s+1} = (s+1)(s+2)\cdots(s+p)\Delta(X)^s.
\]

Our computations in Lecture 10 (and again in Lecture 12) show that the Verma module \( U(\mathfrak{g}) \otimes U(\mathfrak{p}) \mathbb{C}_{s\lambda} \), with \( \lambda \) equal to the fundamental weight for \( \epsilon_p - \epsilon_{p+1} \), is reducible for \( s = 0, -1, -2, \ldots, -(p-1) \). These values of \( s \) are precisely the roots of the \( b \)-function shifted by one. It is a fact that the Verma module is reducible if and only if \( s \in -p+\mathbb{Z}^{>0} \). This may be stated as the Verma module \( U(\mathfrak{g}) \otimes U(\mathfrak{p}) \mathbb{C}_{s} \) is reducible if and only if \( b(s+k) = 0 \) for some \( k \in \mathbb{Z}^{>0} \). This illustrates the strong connection between reducibility of Verma modules and roots of certain \( b \)-functions.

Assume for the rest of this lecture that \( p = l + \mathfrak{n} \) is a maximal parabolic subalgebra. Assume that \( \mathfrak{p} \supset \mathfrak{h} + \sum_{\alpha \in \Delta^+} \mathfrak{g}(\alpha) \). Let \( \beta \) be the unique simple root in \( \Delta(\mathfrak{n}) \), and let \( \lambda_\beta \) be the corresponding fundamental weight.

In order to state Gyoja’s conjecture we need a polynomial to fill the role played by \( \det(X) \) in the above example.

Denote by \( V = V^\beta \) the irreducible representation of lowest weight \( -\lambda_\beta \) and let \( v_- \) be the lowest weight vector. Then the dual representation \( V^* = (V^\beta)^* \) has highest weight \( \lambda_\beta \). Let \( v_-^* \) be the lowest weight vector in \( V^* \). Define

\[
\Delta_\beta(X) = \langle v_-^*, \exp(X)v_- \rangle, \text{ for } X \in \mathfrak{n}.
\]

**Lemma 15.1.** \( \Delta_\beta(X) \) is polynomial in \( X \in \mathfrak{n} \).

*Proof.* Since \( X \in \mathfrak{n}, X \) is nilpotent. Therefore, for any representation \( \rho \), there is an integer \( k \) so that \( \rho(X)^k = 0 \). Therefore, \( \exp(X)v_- = \sum_{i=0}^{k} \frac{X^i}{i!}v_- \). The lemma now follows. \( \square \)

Here are a few examples of \( \Delta_\beta(X) \).

---

\( \Delta_\beta(X) \) is polynomial in \( X \in \mathfrak{n} \).

*Proof.* Since \( X \in \mathfrak{n}, X \) is nilpotent. Therefore, for any representation \( \rho \), there is an integer \( k \) so that \( \rho(X)^k = 0 \). Therefore, \( \exp(X)v_- = \sum_{i=0}^{k} \frac{X^i}{i!}v_- \). The lemma now follows. \( \square \)

Here are a few examples of \( \Delta_\beta(X) \).

---

\( \Delta_\beta(X) \) is polynomial in \( X \in \mathfrak{n} \).

*Proof.* Since \( X \in \mathfrak{n}, X \) is nilpotent. Therefore, for any representation \( \rho \), there is an integer \( k \) so that \( \rho(X)^k = 0 \). Therefore, \( \exp(X)v_- = \sum_{i=0}^{k} \frac{X^i}{i!}v_- \). The lemma now follows. \( \square \)

Here are a few examples of \( \Delta_\beta(X) \).

---

\( \Delta_\beta(X) \) is polynomial in \( X \in \mathfrak{n} \).

*Proof.* Since \( X \in \mathfrak{n}, X \) is nilpotent. Therefore, for any representation \( \rho \), there is an integer \( k \) so that \( \rho(X)^k = 0 \). Therefore, \( \exp(X)v_- = \sum_{i=0}^{k} \frac{X^i}{i!}v_- \). The lemma now follows. \( \square \)

Here are a few examples of \( \Delta_\beta(X) \).

---

\( \Delta_\beta(X) \) is polynomial in \( X \in \mathfrak{n} \).

*Proof.* Since \( X \in \mathfrak{n}, X \) is nilpotent. Therefore, for any representation \( \rho \), there is an integer \( k \) so that \( \rho(X)^k = 0 \). Therefore, \( \exp(X)v_- = \sum_{i=0}^{k} \frac{X^i}{i!}v_- \). The lemma now follows. \( \square \)

Here are a few examples of \( \Delta_\beta(X) \).
Example 15.2. Let $\mathfrak{g} = \mathfrak{sl}(p+q, \mathbb{C})$, and assume $p \leq q$. Set $n = p + q$. Take $\beta = e_p - e_{p+1}$, so the parabolic subalgebra $\mathfrak{p}$ is the same as in earlier examples. Then $\lambda = \lambda_{\beta} = \sum_{i=q+1}^{n} e_i$ and $V \simeq \wedge^p \mathbb{C}^n$ with lowest weight vector $v = e_{q+1} \wedge \cdots \wedge e_n$.

The dual is $V^* \simeq \bigwedge^q \mathbb{C}^n$. (This fact is easily checked by giving a nondegenerate pairing $\bigwedge^p \mathbb{C}^n \times \bigwedge^q \mathbb{C}^n \to \mathbb{C}$. This is accomplished as follows. Since $\bigwedge^n \mathbb{C}^n = \mathbb{C} \cdot e_1 \wedge \cdots \wedge e_n$, there is a scalar $C_{v,w}$ so that $v_1 \wedge \cdots \wedge v_p \wedge w_1 \wedge \cdots \wedge w_q = C_{v,w} e_1 \wedge \cdots \wedge e_n$.

Then a nondegenerate pairing is defined by $\langle v_1 \wedge \cdots \wedge v_p, w_1 \wedge \cdots \wedge w_q \rangle = C_{v,w}$.)

The lowest weight vector in $V^*$ is therefore $v^* = e_{p+1} \wedge \cdots \wedge e_n$. Now let $\begin{pmatrix} 0 & X \\ 0 & 0 \end{pmatrix}$, $X \in M_{p \times q}(\mathbb{C})$

so that

$$\exp \begin{pmatrix} 0 & X \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} I_p & X \\ 0 & I_q \end{pmatrix}$$

Write $X = (x_{ij})$, so

$$\Delta_{\beta}(X) = (e_{p+1} \wedge \cdots \wedge e_n, \begin{pmatrix} I & X \\ 0 & I \end{pmatrix} e_{q+1} \wedge \cdots \wedge e_n)$$

$$= (e_{p+1} \wedge \cdots \wedge e_n, (e_q + X e_{q-p+1}) \wedge \cdots \wedge (e_{p+q} + X e_q))$$

$$= (e_{p+1} \wedge \cdots \wedge e_n, \sum_{j=1}^{p} x_{j,q-p+1} e_j) \wedge \cdots \wedge (\sum_{j=1}^{p} x_{j,q} e_j)$$

$$= (-1)^{pq} \det(\tilde{X})$$

where $\tilde{X}$ is the furthest $p \times p$ minor to the right in $X$.

Example 15.3. Suppose that $\mathfrak{g}$ is a simple complex Lie algebra, other than $\mathfrak{sl}(n, \mathbb{C})$, and $\mathfrak{p}$ is a parabolic subalgebra of Heisenberg type. The the fundamental weight $\lambda = \gamma$ is the highest root. So $V = \mathfrak{g}$, the adjoint representation. Writing an element of $n$ as $X + zE_\gamma$ (with $X \in \mathfrak{V}'$ and $z \in \mathbb{C}$), we have

$$\Delta_{\beta}(X + zE_\gamma) = \kappa(E_{-\gamma}, \text{Ad}(\exp(X + zE_\gamma)) E_{-\gamma})$$

$$= \kappa(E_{-\gamma}, \sum_{k=0}^{4} \frac{\text{ad}(X + zE_\gamma)^k}{k!} E_{-\gamma})$$

$$= \kappa(E_{-\gamma}, \text{ad}(X)^4 + z^2 \text{ad}(E_\gamma)) E_{-\gamma})$$

$$= \Delta(X) + z^2.$$

The last equality assumes some specific normalization of the root vectors $E_{\pm \gamma}$.

In [5] several conjectures are stated. The following is a version of one of them.

Let $\mathfrak{p}$ be a maximal parabolic subalgebra of a simple complex Lie algebra $\mathfrak{g}$. Let $\beta$ be the unique simple root in $\Delta(n)$ and $\mathfrak{g}$ the corresponding fundamental weight.
Then $\lambda$ extends to a one-dimensional representation of $\mathfrak{p}$. Let $b(s)$ be the $b$-function for $\Delta_\beta(X)$.

**Conjecture 15.4.** The generalized Verma module $U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} \mathbb{C}s\lambda$ is reducible if and only if $b(s + m) = 0$, for some $m = 1, 2, 3, \ldots$.

This conjecture is known to hold for $\mathfrak{p}$ of abelian type. Considerable progress is made in the case of parabolics of Heisenberg type in [2]. See Section 7 of [2] for a discussion of the $b$-function.

**EXERCISES**

(15.1) Consider $\mathfrak{so}(2n, \mathbb{C})$ defined by the symmetric bilinear form $b$ on $\mathbb{C}^{2n}$ with matrix
\[
\begin{pmatrix}
0 & I \\
I & 0
\end{pmatrix}.
\]
Let $\mathfrak{p}$ be the parabolic subalgebra for which $\Delta(\mathfrak{n}) = \{\epsilon_1 \pm \epsilon_j : j = 2, \ldots, n\}$. Compute the polynomial $\Delta_\beta(X)$ for the parabolic subalgebra $\mathfrak{p}$.

(12.2) For $\mathfrak{sp}(2n, \mathbb{C})$ and $\beta$ any simple root, let $\mathfrak{p}_\beta$ be the parabolic subalgebra obtained by omitting $\beta$. Compute $\Delta_\beta(X)$. 
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