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Abstract. The purpose of this paper is to develop and analyze a multigrid solver for the
finite element discretization of the pseudostress system associated with the differential operator
A − γ graddiv over 2 × 2 matrix-valued functions. This system is derived from the pseudostress-
velocity formulation [11] of two-dimensional Stokes problems through the penalty method or natural
time discretization for the respective steady or unsteady state problems. Here γ > 0 is a constant
associated with either the penalty parameter or the time-step size and A is a singular map. In this
paper, we develop a multigrid solver for the discrete problem using both the RT and the BDM finite

elements. We show that the multigrid convergence rate is O( 1+γ
−2

1+γ−2+m
), where m is the number of

smoothings. This convergence rate is independent of the mesh size and the number of levels used in
multigrid. Moreover, numerical results presented in this paper show that the multigrid convergence
rate for the BDM elements does not depend on the parameter γ.
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1. Introduction. The original physical equations for incompressible Newtonian
flows are the stress-velocity-pressure formulation [7, 15]. Recently, this formulation
is gaining consistent attention because of the arising interest in non-Newtonian flows
[6, 21]. For non-Newtonian flows, the stress can not be eliminated and, hence, a
formulation containing the stress as independent variables is unavoidable. In addition,
accurate direct calculation of the stress is important for computing the traction on
a fluid-solid interface. Although the stress can be obtained in the velocity-pressure
method by differentiating the velocity, this degrades the order of the approximation.

In this paper we are interested in mixed finite element methods for the Stokes
problem. Notice that one disadvantage of using the stress-velocity-pressure formula-
tion is that the symmetry constraint of the stress tensor poses extra difficulty in the
discretization. For example, stable conforming mixed elements for symmetric metri-
ces, e.g., [3, 5, 20], employ many degrees of freedom and, consequently, lead to large
linear systems even for coarse meshes. There are different ways to avoid this difficulty.
One way is to use the idea of pseudostress [11] and a pseudostress-velocity formula-
tion. The pseudostress is non-symmetric and, hence, any stable pairs for the Darcy
flows can be adapted to the pseudostress-velocity formulation. This is documented
in [13]. Furthermore, the velocity can be eliminated through the penalty method for
the steady-state problem or natural time discretization for the unsteady-state prob-
lem. So one only needs to solve numerically the pseudostress system associated with
a differential operator A−γ graddiv over 2×2 matrix-valued functions. Here, γ > 0
is a constant depending on either the penalty parameter or the time-step size, and A
is a projection operator whose kernel intersects the kernel of the divergence operator.
The purpose of this paper is to construct and analyze a multigrid solver for this pseu-
dostress system. It must be pointed out that this problem is more delicate to handle
than a normal H(div) problem because of the complicated kernel structure.
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We also mention other methods to circumvent the difficulty posed by the symmet-
ric stress. One is to use stabilization technique [7]. Another is to use the least-squares
method, which do not require stable pairs of finite elements. Least-squares methods
with fast multigrid solvers for the stress-velocity-pressure formulation and its variants,
stress-velocity and pseudostress-velocity formulations, were studied in [11].

Multigrid methods are efficient for many problems. A vast amount of research
has been done in this area, e.g., [8, 18, 22, 25]. However, the classical techniques
for the multigrid method do not work for the H(div)-type problem since standard
smoothers can not damp out the highly oscillating part of divergence free components.
Hence, special smoothers have to be developed in order to achieve optimal multigrid
convergence rate [1, 2, 19, 24]. An additional difficulty in the multigrid analysis for
the pseudostress system is the handling of the kernel of A. To overcome the above
difficulties, we employ a Helmholtz-like decomposition of the discrete space, which also
utilizes the operator A, so that the analysis can be done on separate subspaces. In
this paper we consider multigrid solver for systems discretized using both the RT and
the BDM finite elements. We show that the multigrid convergence rate is bounded

above by ρ = C(1+γ−2)
C(1+γ−2)+2m < 1 where m is the number of smoothings and C is

a constant independent of the mesh size and the number of levels used in multigrid.
When γ >> 1, which is always true for the penalty method of the stationary problems
as the penalty parameter goes to zero, the multigrid convergence for the pseudostress
system can be considered independent of γ and, hence, the penalty parameter. When
γ << 1, which corresponds to the small time-step size in the time-discretization of
unsteady-state problems, ρ is close to one. Nevertheless, numerical results presented
in this paper show that the multigrid convergence rate for the BDM elements does
not depend on the parameter γ even if γ is small.

We give the outline of the paper as follows. In sections 2 and 3, we describe
the pseudostress system of the Stokes problem and its finite element discretization.
The key Helmholtz-type decomposition of the finite element space is given in Section
4. We construct a multigrid solver for the discrete H(div)-type problem and give
a convergence rate estimate in Section 5. Some supporting numerical results are
presented in section 6. Finally, in Appendix A, we prove an essential inequality
needed by the analysis in Section 4.

1.1. Notation. Let Ω be a convex polygon. Denote by R2 the set of two-
dimensional vector-valued functions and by M2 the set of 2 × 2 matrix-valued func-
tions. Throughout the paper, we adopt the convention that a Greek character de-
notes a 2 × 2 matrix and a bold Latin character in lower case denotes a vector. Let
τ = (τij)2×2 ∈ M2 and v = (v1, v2)

t ∈ R2, define

div v = ∂v1

∂x + ∂v2

∂y , divτ =

(∂τ11

∂x + ∂τ12

∂y

∂τ21

∂x + ∂τ22

∂y

)

,

∇v =

(∂v1

∂x
∂v1

∂y

∂v2

∂x
∂v2

∂y

)

, curlv =

(−∂v1

∂y
∂v1

∂x

−∂v2

∂y
∂q2

∂x

)

.

Define the inner product between vectors and 2 × 2 matrices by:

u · v = u1 v1 + u2 v2 and σ : τ =
∑

1≤i,j≤2

σij τij ,
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respectively. We use the usual notation L2(Ω) to denote the set of square integrable
functions on Ω and Hs(Ω), where s > 0 is a real number, to denote the Sobolev space
on Ω with index s. Let C∞

0 (Ω) be the space of infinitely differentiable functions on
Ω with compact support. Denote by Hs

0(Ω) the closure of C∞
0 (Ω) under the norm of

Hs(Ω) and defineH−s(Ω) = (Hs
0(Ω))′, the dual space ofHs

0(Ω). It is natural to extend
the above definitions to vector- and matrix-valued functions using product spaces. For
example, Hs(Ω,R2) and Hs(Ω,M2) denote the Sobolev spaces over the set of vector-
and 2 × 2 matrix-valued functions, respectively. Other notations, such as L2(Ω,R2),
L2(Ω,M2), are defined in the same fashion. For simplicity, denote ‖ · ‖s,Ω the Sobolev
norm with index s over scalar-, vector-, or matrix-valued functions, depending on the
type of the function. Similarly, denote by | · |s,Ω the Sobolev semi-norm and by (·, ·)
the L2 inner product. Define the space

H(div,Ω,M2) = {σ ∈ L2(Ω,M2) |div σ ∈ L2(Ω,R2)}

with the norm ‖σ‖2
H(div,Ω,M2)

= (σ,σ) + (divσ,divσ).

2. Pseudostress System. Consider the two-dimensional steady-state Stokes
problem















−∆u + ∇p = −f in Ω,

div u = 0 in Ω,

u|∂Ω = 0,

(2.1)

where u is the velocity and p is the pressure which satisfies the compatibility condition
∫

Ω p dx = 0.
Let A : M2 → M2 be a fourth order tensor defined by

A τ = τ − 1

2
(tr τ ) I,

where tr τ = τ11 + τ22 is the trace of τ and I is the 2 × 2 identity matrix. We
immediately notice that A is a projection onto the trace-free subspace of M2 and
Ker(A) = {v I | v is a scalar function}. Define the pseudostress by

σ = −p I + ∇u.

Then the Stokes problem (2.1) can be rewritten in the pseudostress-velocity formula-
tion:















divσ = f in Ω,

Aσ −∇u = 0 in Ω,

u|∂Ω = 0.

(2.2)

The incompressible constraint div u = 0 is enforced through div u = tr (∇u) = 0.
Notice that trσ = −2p also needs to satisfy the compatibility condition

∫

Ω tr σ dx = 0.
From the well-known regularity estimate of problem (2.1) on convex polygons

and the definition of the pseudostress, we have the following regularity results. Let
f ∈ L2(Ω), then the solutions to problem (2.1) and (2.2) satisfy u ∈ H2(Ω)∩H1

0(Ω),
p ∈ H1(Ω)/R, σ ∈ H1(Ω,M2) and

‖u‖2,Ω ≤ c‖f‖0,Ω, ‖p‖H1(Ω)/R ≤ c‖f‖0,Ω, ‖σ‖1,Ω ≤ c‖f‖0,Ω, (2.3)
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where c is a positive constant independent of f .
Denote V = L2(Ω,R2) and

Σ = H(div,Ω,M2)/span{I} = {τ ∈ H(div,Ω,M2) |
∫

Ω

tr τ dx = 0}.

Then we have the following variational form for Equation (2.2). Given f ∈ V, find
σ ∈ Σ and u ∈ V such that

{

(Aσ, τ ) + (divτ ,u) = 0, for all τ ∈ Σ,

(divσ,v) = (f ,v), for all v ∈ V.
(2.4)

Notice that the velocity boundary condition becomes the nature boundary condition
in the mixed formulation. According to [10], the existence and uniqueness of Problem

(2.4) follows from the well known inf-sup condition sup
τ∈H1(Ω,M2)

(divτ ,v)
‖τ‖1,Ω

≥ κ‖v‖0,Ω

for all v ∈ V, and the following lemma [12]:
Lemma 2.1. For all τ ∈ Σ, we have

‖τ‖2
0,Ω ≤ CA(‖A1/2τ‖2

0,Ω + ‖divτ‖2
−1,Ω),

where CA ≥ 1 is independent of τ .
Using the penalty method [10] on Problem (2.4) gives a new system

{

(Aσγ , τ ) + (divτ ,uγ) = 0, for all τ ∈ Σ,

(divσγ ,v) − 1
γ (uγ ,v) = (f ,v), for all v ∈ V.

(2.5)

where γ is a positive constant which is usually very large. One advantage of using
the penalty method is that the mixed system (2.5) can be easily decoupled. Define a
bilinear form over H(div,Ω,M2) by:

Λ(σ, τ ) = (Aσ, τ ) + γ(divσ,divτ ) for all σ, τ ∈ Σ.

By eliminating uγ , system (2.5) can be reduced to the following H(div) problem:

Λ(σγ , τ ) = γ(f ,divτ ), for all τ ∈ Σ. (2.6)

By Lemma 2.1, it is easy to see that Λ(·, ·) is coercive over space Σ. Hence problem
(2.6) is well-posed. Then uγ can be easily calculated through uγ = γ(divσγ − f ).

Finally, we mention about the case of time-dependent Stokes problems. It is
not hard to see that the implicit time-discretization usually leads to the following
pseudostress-velocity form:















divσ − 1
γ u = f in Ω,

Aσ −∇u = 0 in Ω,

u|∂Ω = 0.

(2.7)

where γ << 1 is related to the time-step size. Again, problem (2.7) can easily be
decoupled and will lead to the pseudostress problem (2.6). The only difference is that
γ is small in this case.
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3. Finite Element Approximation. In the remainder of this paper, we will
focus on solving Problem (2.6) using the finite element method and a multigrid solver.
To discretize the problem, we need a good finite element approximation to the space
Σ. There are several well-known conforming elements for the H(div) space over the
vector field R2. We will consider the lowest order RT element [23] and the lowest order
BDM element [9]. It should be easy to extend the results to higher order elements.

Let Th be a quasi-uniform triangulation of Ω with characteristic mesh size h. On
each triangle T ∈ T , denote Pn(T ) to be the set of all polynomials with degrees less

than or equal to n. Define RTT = span

{(

1
0

)

,

(

0
1

)

,

(

x
y

)}

and BDMT = (P1(T ))2.

The degrees of freedom for the RT element are the zeroth order moments of the normal
components on each edge of T . The degrees of freedom for the BDM element are the
zeroth order and the first order moments of the normal components on each edge of
T .

We use two copies of RT/BDM element to approximate the space H(div,Ω,M2).
Let

ΣRT
T = {τ ∈ M2 | (τi1, τi2) ∈ RTT for i = 1, 2},

ΣBDM
T = {τ ∈ M2 | (τi1, τi2) ∈ BDMT for i = 1, 2}.

Define the finite element spaces

ΣRT
h = {τ ∈ Σ | τ |T ∈ ΣRT

T } and ΣBDM
h = {τ ∈ Σ | τ |T ∈ ΣBDM

T }.

In later analysis, we use more of the common properties of the RT and the BDM
elements than of their differences. Hence we will use Σh to denote either ΣRT

h or
ΣBDM

h . It is well known that the necessary continuity requirement for Σh to be in Σ
is that any function in the discrete space should have continuous normal components
across each edge of the mesh. Notice that Σh also inherits the constraint

∫

Ω
tr σ dx =

0 from Σ.
Consider the discrete problem of (2.6): find σh ∈ Σh such that

Λ(σh, τ h) = γ (f , div τh) for all τh ∈ Σh. (3.1)

Let σ and σh be solutions to problem (2.4) and problem (3.1), respectively. The
following error bound is established in [13] for the RT element with γ = O(h−1):

‖σ − σh‖0,Ω + ‖div (σ − σh)‖0,Ω . h (‖σ‖1,Ω + ‖f‖1,Ω) .

Here and thereafter, we use . to denote “less than or equal to” with a factor c
independent of the mesh size h or other parameters appearing in the inequality. The
above error bound for the BDM element can be obtained in a similar fashion.

Next we give the discretization of problem (2.4) and its error estimate, which will
play an important role in later analysis. Define the space Vh ⊂ L2(Ω,R2) as follows:

Vh = {(v1, v2)t | vi|T ∈ P0(T ) for i = 1, 2}.

Since both the RT element and the BDM element satisfy the discrete inf-sup condition
[10], we have divΣh = Vh. Consider the discrete problem for system (2.4): given
f ∈ L2(Ω,R2), find σh ∈ Σh and uh ∈ Vh such that

{

(Aσh, τh) + (divτ h,uh) = 0 for all τ h ∈ Σh,

(divσh,vh) = (f ,vh) for all vh ∈ Vh.
(3.2)
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By Lemma 2.1 and the discrete inf-sup condition of the RT/BDM element space,
Problem (3.2) is well-posed and admits a unique solution.

Next, we will give the mixed finite element error estimate for problem (3.2). To
do this, we need to show that Σh, under the constraint

∫

Ω
trσ dx = 0, is a good

approximation for Σ. Denote by Π̃h the natural interpolation associated with the
degrees of freedom onto Σh + span{I}. Let PVh

be the L2 projection onto Vh.
Define Πh : Σ → Σh by

Πh τ = Π̃h τ −
∫

Ω
(tr Π̃h τ ) dx

2 |Ω| I for all τ ∈ Σ, (3.3)

where |Ω| =
∫

Ω dx. Clearly, Πh is a linear operator and Πh τ ∈ Σh. By the properties

of the natural interpolation Π̃h [10] and the definition of Πh, it is easy to prove [13]
the following lemma:

Lemma 3.1. The commutative property divΠh = PVh
div holds. Furthermore,

for τ ∈ Σ ∩ H1(Ω,M2), we have

‖τ − Πhτ‖0,Ω . h|τ |1,Ω, (3.4)

‖divτ − div(Πhτ )‖0,Ω . ‖divτ‖0,Ω. (3.5)

The following lemma gives error estimates for the mixed finite element approxi-
mation (3.2).

Lemma 3.2. Let f ∈ L2(Ω,R2). Define (σ,u) to be the solution of problem (2.4)
and (σh,uh) to be the solution of problem (3.2). We have

‖σ − σh‖0,Ω . h|σ|1,Ω,

‖u − uh‖0,Ω . h|u|1,Ω + h|σ|1,Ω.

Proof. By using the mixed finite element theory and the properties of operator
Πh, it is standard to prove that [10, 5]

‖A(σ − σh)‖0,Ω . h|σ|1,Ω,

‖u− uh‖0,Ω . h|u|1,Ω + h|σ|1,Ω.

Next, notice that div(σ−σh) = f−PVh
f . By Lemma 2.1 and the approximation

property of the L2 projection, we have

‖σ − σh‖0,Ω . ‖A(σ − σh)‖0,Ω + ‖div(σ − σh)‖−1,Ω

. h|σ|1,Ω + sup
v∈H1

0
(Ω,R2)

(f −PVh
f ,v)

‖v‖1,Ω

= h|σ|1,Ω + sup
v∈H1

0
(Ω,R2)

(f ,v −PVh
v)

‖v‖1,Ω

. h|σ|1,Ω + h‖f‖0,Ω = h|σ|1,Ω + h‖divσ‖0,Ω

. h|σ|1,Ω.

This completes the proof of the lemma. �
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4. A Decomposition in Σh. In this section we introduce a Helmholtz-type
decomposition of the discrete space Σh. This decomposition and its properties bor-
rowed many ideas from the decomposition presented in the work of Arnold, Falk and
Winther on H(div ) problems [1, 2]. The difference is that our decomposition need
to use the projection operator A, which makes the proof more complicated. For the
convenience of readers, we give all details of the proof even if some parts are similar
to the proof given in [1, 2].

Consider the mixed finite element problem (3.2). Let σh be the solution to (3.2)
with the right hand side function f ∈ L2(Ω,R2). Denote div−1

h f = σh. The operator
div−1

h maps L2(Ω,R2) to Σh and can be considered as a pseudo-inverse of the div
operator. It is not hard to see that for all τ h ∈ Σh such that divτh = 0,

(Adiv−1
h f , τh) = −(divτ h,uh) = 0.

Define

Σ0
h = {τh ∈ Σh such that divτh = 0}, (4.1)

Σ1
h = {τh ∈ div−1

h Vh}. (4.2)

Then Σ0
h and Σ1

h are orthogonal under Λ(·, ·). It is easy to see that Σh = Σ0
h ⊕Σ1

h.

Define the space Ũh ⊂ H1(Ω,R2) as follows: for RT element, let

Ũh = {(q1, q2)t ∈ H1(Ω,R2) | q1, q2 are P1 polynomials on each T ∈ T }.

and for BDM element, let

Ũh = {(q1, q2)t ∈ H1(Ω,R2) | q1, q2 are P2 polynomials on each T ∈ T }.

Define

Uh = Ũh/span{
(

1
0

)

,

(

0
1

)

,

(

−y
x

)

}.

It is well known that every τ h ∈ Σ0
h has a potential qh ∈ Ũh such that τh = curl qh

[10]. The constraint
∫

Ω
tr τh dx = 0 further implies that qh can be chosen from Uh.

In other words, Σ0
h = curl (Uh). Hence we have the following exact sequence:

0 −→ Uh
curl−→ Σh

div−→ Vh −→ 0

For each τ h ∈ Σh, we have the decomposition σh = curl qh + div−1
h vh where

qh ∈ Uh, vh = divσh ∈ Vh and the decomposition is orthogonal under both (A·, ·)
and (div·,div·). This decomposition is usually referred to as the discrete Helmholtz
decomposition.

Next, we study some properties related to the discrete Helmholtz decomposition.
Define an operator grad h : Vh → Σh as follows:

(grad hvh, τh) = −(divτh,vh), for all τh ∈ Σh.

The operator grad h is actually the discrete dual operator of div. Notice that for
an arbitrary σh ∈ Σh, Aσh is not necessarily in Σh since it may not satisfy the
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H(div,Ω,M2) continuity requirement on normal components. Therefore we need to
define discrete operators Ah : Σh → Σh and Λh : Σh → Σh by

(Ahσh, τ h) = (Aσh, τh), for all τh ∈ Σh,

(Λhσh, τ h) = Λ(σh, τh), for all τh ∈ Σh.

It is equivalent to say that Ah = PΣh
A where PΣh

is the L2 projection onto the finite
dimensional space Σh and Λhσh = Ahσh − γgrad hdivσh. By the property of the
projection operator PΣh

, we have

‖Ahτ h‖0,Ω . ‖Aτh‖0,Ω for all τh ∈ Σh. (4.3)

Let TH be a quasi-uniform triangulation of Ω with characteristic mesh size H
and let Th be a refinement of TH with characteristic mesh size h. We follow the
notations previously introduced with the understanding that spaces and operators
with subscript H are defined over the mesh TH . For example, ΣH is defined on TH in
the same way that Σh is defined on Th. Besides, the RT/BDM finite element spaces
are known to be nested, that is, ΣH ⊂ Σh.

Lemma 4.1. Let vh ∈ Vh. Define σh = div−1
h vh and σH = div−1

H vh. Then

‖σh − σH‖0,Ω . H‖vh‖0,Ω,

‖div(σh − σH)‖0,Ω . H‖grad hvh‖0,Ω.

Proof. Let σ ∈ Σ satisfies

{

(Aσ, τ ) + (divτ ,u) = 0 for all τ ∈ Σ,

(divσ,w) = (vh,w) for all w ∈ L2(Ω,R2).

By the regularity property (2.3), Lemma 3.2 and the fact that h < H , we have

‖σh − σH‖0,Ω ≤ ‖σ − σh‖0,Ω + ‖σ − σH‖0,Ω . H |σ|1,Ω . H‖vh‖0,Ω.

Notice that div(σh −σH) = vh −PVH
vh, where PVH

is the L2 projection onto
VH . Define σ̃ ∈ Σ by

{

(Aσ̃, τ ) + (divτ ,u) = 0 for all τ ∈ Σ,

(divσ̃,w) = (vh −PVH
vh,w) for all w ∈ L2(Ω,R2).

Recall that Πh and ΠH satisfy divΠh = PVh
div and divΠH = PVH

div. By using
Lemma 3.1, the Schwarz inequality and the regularity result (2.3), we have

‖vh −PVH
vh‖2

0,Ω = (divσ̃,vh −PVH
vh)

= (div(Πhσ̃ − ΠH σ̃),vh) = −((Πhσ̃ − ΠH σ̃),grad hvh)

≤ ‖Πhσ̃ − ΠH σ̃‖0,Ω‖grad hvh‖0,Ω . H |σ̃|1,Ω‖grad hvh‖0,Ω

. H‖vh −PVH
vh‖0,Ω‖grad hvh‖0,Ω.

This completes the proof of the lemma. �
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Lemma 4.2. Given σh ∈ Σh satisfying Λ(σh, τH) = 0 for all τH ∈ ΣH . Let
σh = curl qh +div−1

h vh, where qh ∈ Uh and vh = divσh ∈ Vh, be the Λ-orthogonal
decomposition of σh. Denote σ1

h = div−1
h vh. Then

(Aσ1
h,σ

1
h) . γ−1H2Λ(σh,σh), (4.4)

(1 + γH−2)‖σ1
h‖2

0,Ω . (1 + γ−2)Λ(σh,σh), (4.5)

‖qh‖2
0,Ω . H2(Acurl qh, curl qh). (4.6)

Proof. The proof of inequality (4.6) is a little long and hence will be put in the
Appendix. Here we give the proof of inequalities (4.4) and (4.5). Define σ̃h ∈ Σh by

Λ(σ̃h, τh) = (Aσ1
h, τh), for all τh ∈ Σh. (4.7)

It is clear that

Λ(σ̃h, curlph) = (Aσ1
h, curlph) = 0, for all ph ∈ Uh.

This implies σ̃h ∈ Σ1
h. In other words, if we denote divσ̃h = ṽh, then σ̃h = div−1

h ṽh.
Define σ̃H = div−1

H ṽh. By the Schwarz inequality,

(Aσ1
h,σ

1
h) = Λ(σ̃h,σ

1
h) = Λ(σ̃h,σh)

= Λ(σ̃h − σ̃H ,σh) ≤ Λ(σ̃h − σ̃H , σ̃h − σ̃H)1/2Λ(σh,σh)1/2.
(4.8)

We also notice that Equation (4.7) implies that Λhσ̃h = Ahσ1
h. Furthermore,

by setting τ h = σ̃h in (4.7) and using the Schwarz inequality, we can easily see that
Λ(σ̃h, σ̃h) ≤ (Aσ1

h,σ
1
h). Hence by the fact that A is a projection, lemma 4.1, the

triangular inequality and inequality (4.3), we have

Λ(σ̃h−σ̃H , σ̃h − σ̃H) ≤ ‖σ̃h − σ̃H‖2
0,Ω + γ‖div(σ̃h − σ̃H)‖2

0,Ω

. H2γ−1(γ‖divσ̃h‖2
0,Ω + γ2‖grad hdivσ̃h‖2

0,Ω)

. H2γ−1(γ‖divσ̃h‖2
0,Ω + ‖Ahσ̃h‖2

0,Ω + ‖(Ah − γgrad hdiv)σ̃h‖2
0,Ω)

. H2γ−1(Λ(σ̃h, σ̃h) + ‖Λhσ̃h‖2
0,Ω)

. H2γ−1((Aσ1
h,σ

1
h) + ‖Ahσ1

h‖2
0,Ω)

. H2γ−1(Aσ1
h,σ

1
h).

(4.9)

Combining (4.8) and (4.9) gives (Aσ1
h,σ

1
h) . Hγ−1/2(Aσ1

h,σ
1
h)1/2Λ(σh,σh)1/2. So

(4.4) holds.
Next, we prove (4.5). Notice that Λ(σh, τ H) = 0 for all τ H ∈ ΣH implies

(divσ1
h,divτH) = −γ−1(Aσ1

h, τH) − γ−1(Acurl qh, τH). (4.10)

By definition,

‖divσ1
h‖−1,Ω = sup

v∈H1

0
(Ω,R2)

(divσ1
h,v)

‖v‖1,Ω
.

For v ∈ H1
0(Ω,R

2), let vH be the L2-projection of v onto VH . Then the following
estimates are well-known:

‖v − vH‖0,Ω . H‖v‖1,Ω,

‖vH‖0,Ω ≤ ‖v‖0,Ω ≤ ‖v‖1,Ω.
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Define τH = div−1
H vH and τ h = div−1

h vH . We have (Acurl qh, τh) = 0. Besides,
by Lemma 3.2 and the regularity result (2.3), it is not hard to see that ‖τ H‖0,Ω .
‖vH‖0,Ω. Combining the above and using Lemma 4.1 and Equation (4.10), we have

sup
v∈H1

0
(Ω,R2)

(divσ1
h,v)

‖v‖1,Ω
≤ sup

v∈H1

0
(Ω,R2)

(divσ1
h,v − vH)

‖v‖1,Ω
+ sup

v∈H1

0
(Ω,R2)

(divσ1
h,vH)

‖v‖1,Ω

. H‖divσ1
h‖0,Ω + sup

v∈H1

0
(Ω,R2)

(divσ1
h,divτ H)

‖v‖1,Ω

= H‖divσ1
h‖0,Ω + sup

v∈H1

0
(Ω,R2)

−γ−1(Aσ1
h, τ H) − γ−1(Acurl qh, τH − τh)

‖v‖1,Ω

. H‖divσ1
h‖0,Ω + γ−1(Aσ1

h,σ
1
h)1/2 + γ−1H(Acurl qh, curl qh)1/2.

Using the above result, Lemma 2.1, inequality (4.4), the inequality 2γ−1 ≤ 1+γ−2

and the fact that H < O(1), we have

‖σ1
h‖2

0,Ω . (Aσ1
h,σ

1
h) + ‖divσ1

h‖2
−1,Ω

. (1 + γ−2)Λ(σ1
h,σ

1
h) + ‖divσ1

h‖2
0,Ω + γ−2(Acurl qh, curl qh)

. (1 + γ−2)Λ(σh,σh),

γH−2‖σ1
h‖2

0,Ω . (1 + γ−2)γH−2(Aσ1
h,σ

1
h) + γ‖divσ1

h‖2
0,Ω + γ−1(Acurl qh, curl qh)

. (1 + γ−2)Λ(σh,σh).

Adding up the above inequalities gives the estimate (4.5). This completes the proof
of the lemma. �

5. A Multigrid Solver. For simplicity, we rewrite problem (3.1) in the following
form: find σh ∈ Σh such that

Λ(σh, τh) = (F , τ h), for all τ h ∈ Σh. (5.1)

where F ∈ Σh is defined by (F , τh) = γ(f ,divτh).
In this section, we construct and analyze a multigrid solver for the discrete prob-

lem (5.1). Let Tk, k = 1, . . . ,K be a series of nested meshes under uniform refinements
and assume that T1 has characteristic mesh size O(1). Denote the characteristic mesh
size of Tk to be hk. Define Σk = Σhk

, the RT/BDM finite element space based
on Tk. Notice that Σk−1 ⊂ Σk. Similarly we define spaces Uk and Vk . Denote
div−1

k = div−1
hk

. Denote Qk−1 : Σk → Σk−1 and Pk−1 : Σk → Σk−1 to be the

L2-projection and the Λ-projection respectively. Let Rk : Σk → Σk be a symmetric
positive definite operator, which will be defined later. Let m be the smoothing times
on each level. Finally, denote Ak to be Ahk

.
We define a V-cycle multigrid iteration operator Mgk(·, ·) : Σk × Σk → Σk

inductively as follows:
Algorithm 1. Set Mg1(τ ,F ) = Λ−1

1 F .Assuming that Mgk−1(·, ·) has been
defined, define Mgk(τ ,F ) as follows: set τ 0 = τ and define
(1) τ l = τ l−1 + Rk(F −Λkτ k−1) for l = 1, · · · ,m;
(2) σm = τ m + Bk−1Qk−1(F −Λkτm);
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(3) σl = σl−1 + Rk(F −Λkσl−1) for l = m+ 1, · · · , 2m;
Set Mgk(τ ,F ) = σ2m.

The V-cycle multigrid iterations for solving Problem (5.1) over Σk is defined
below. Given an initial guess σ0 ∈ Σk, we defined a sequence approximating the
solution σh by

σi+1 = Mgk(σi,F ), i = 0, 1, . . . .

The error propagation operator ε : Σk → Σk for the above iteration is [8]

σh − σi+1 = ε(σh − σi) = Mgk(σh − σi, 0).

The abstract multigrid theorem [8, 1] states that under the following two assump-
tions:
(M.1) The spectrum of I −RkΛk is in [0, 1). That is

0 ≤ Λ((I −RkΛk)τ , τ ) < Λ(τ , τ ) for all τ ∈ Σk;

(M.2) There exists a positive constant CP such that

Λ((I −Pk−1)τ , τ ) ≤ CpRk(Λkτ ,Λkτ ) for all τ ∈ Σk;

the multigrid solver with Rk as smoother and m smoothing times on each level will
have convergence rate

Λ(ετ , τ ) ≤ Cp

Cp + 2m
Λ(τ , τ ), for all τ ∈ Σk. (5.2)

In the remainder of this section, we will construct a smoother Rk which satisfies
assumptions (M.1) and (M.2).

Let Vk be the set of all vertices in Tk, including the boundary vertices. For each
x ∈ Vk, define Ωk,x to be the interior of the union of all triangles in Tk which have x

as a vertex. Let Σk,x be the RT/BDM space defined on Tk such that each function
in Σk,x vanishes outside Ωk,x. Notice that Σk,x ⊂ (Σk + span{I}) but Σk,x * Σk in
general, since

∫

Ω
tr τ dx may not vanish for τ ∈ Σk,x.

Define operator Λk,x : Σk,x → Σk,x by

(Λk,xσ, τ ) = Λ(σ, τ ), for all σ, τ ∈ Σk,x.

Notice that Λk,x is symmetric and (Λk,xσ,σ) = 0 if and only if σ = cI where c is a
constant. Since cI /∈ Σk,x and Σk,x is a finite dimensional space, it is easy to see that
Λk,x is symmetric positive definite over Σk,x, although the spectrum of Λk,x may not
have a uniform lower bound independent of all k and x.

Let Qk,x : (Σk + span{I}) → Σk,x and Pk,x : (Σk + span{I}) → Σk,x be the
L2 projection and the Λ projection respectively. Here Pk,x is well-defined since the

operator Λk,x is symmetric positive definite. Define operator R̃k : Σk → (Σk +
span{I}) using an additive Schwarz scheme:

R̃k =
1

3

∑

x∈Vk

Pk,xΛ−1
k =

1

3

∑

x∈Vk

Λ−1
k,xQk,x. (5.3)

Define Rk : Σk → Σk by

Rk = QΣk
R̃k, (5.4)
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where QΣk
: (Σk + span{I}) → Σk is the L2 projection. It is clear that Rk is

symmetric positive definite over Σk under the L2 inner-product.
Remark 1. For simplicity, in this paper we will only analyze the smoother Rk as

defined in (5.4). The analysis can easily be extended to the Hiptmair smoother [19],
which is usually more time-efficient in terms of a single sweep of smoothing process,
and the same multigrid convergence rate estimate holds.

Next, we show that Rk satisfies assumptions (M.1) and (M.2). The proof of
Assumption (M.1) follows directly from the Schwartz inequality and the fact that
each triangle in Tk is covered by exactly three sub-domains in {Ωk,x}x∈Vk

. In the
following, we concentrate on the proof of Assumption (M.2).

First, we state the following result:
Lemma 5.1. Assume the following assumption holds:

(R.1) For all τ k ∈ Σk, there exists a decomposition (I − Pk−1)τ k =
∑

x∈Vk
τ k,x

where τ k,x ∈ Σk,x and a positive constant C0 such that

∑

x∈Vk

Λ(τ k,x, τ k,x) ≤ C0Λ((I −Pk−1)τ k, τ k);

Then (M.2) holds with Cp = 3C0.
Proof. Assume (R.1) holds. By using the Schwarz inequality, We have

Λ((I −Pk−1)τ k,τ k) =
∑

x∈Vk

Λ(τ k,x, τ k) =
∑

x∈Vk

Λ(τ k,x,Pk,xτ k)

≤
(

∑

x∈Vk

Λ(τ k,x, τ k,x)

)1/2

Λ1/2(
∑

x∈Vk

Pk,xτ k, τ k)

≤
√

3C
1/2
0 Λ1/2((I −Pk−1)τ k, τ k)Λ1/2(R̃kΛkτ k, τ k)

=
√

3C
1/2
0 Λ1/2((I −Pk−1)τ k, τ k)Λ1/2(RkΛkτ k, τ k).

The last step comes from the fact that span{I} is in the kernel of Λk. This completes
the proof of the lemma. �

Finally, we need to prove that condition (R.1) holds.
Lemma 5.2. Condition (R.1) holds with C0 = c(1 + γ−2), where c is a positive

constant independent of k or γ.
Proof. Let σk = (I − Pk−1)τ k where τ k ∈ Σk. We decompose σk into

σk = curl qk + div−1
k vk where qk ∈ Uk and vk = divσk. Denote σ1

k = div−1
k vk.

Clearly

Λ(curl qk, curl qk) + Λ(σ1
k,σ

1
k) = Λ(σk,σk).

Therefore we can consider the decomposition of curl qk and σ1
k separately.

Next we need a partition of unity. Let θx be a continuous piecewise linear function
defined on Tk such that the support of each θx is in Ωk,x and

|θx|W j,∞(Ω) . h−j
k , j = 0, 1,

where W j,∞(Ω) is the Sobolev space with index (j,∞) [14]. Such kind of partition of
unity exists and has been widely used in the analysis of overlapping Schwarz domain
decomposition methods.



Multigrid for Stokes problem 13

Clearly we have the decomposition curl qk =
∑

x∈Vk
curl (ΠUk

(θxqk)), where
ΠUk

is the natural interpolation onto Uk associated with the degrees of freedom. By
the standard scaling argument, it is not hard to see that

‖curl (ΠUk
(θxqk))‖0,Ω . ‖curl (θxqk)‖0,Ω.

Combining the above, Lemma 4.2 and the fact that hk = hk−1/2, we have

∑

x∈Vk

Λ(curl (ΠUk
(θxqk)), curl (ΠUk

(θxqk)))

=
∑

x∈Vk

(Acurl (ΠUk
(θxqk)), curl (ΠUk

(θxqk)))

≤
∑

x∈Vk

‖curl (ΠUk
(θxqk))‖2

0,Ω ≤
∑

x∈Vk

‖curl (θxqk)‖0,Ω

. ‖curl qk‖2
0,Ω + h−2

k ‖qk‖2
0,Ω . (Acurl qk, curl qk)

≤ Λ(σk,σk).

(5.5)

Next, for σ1
k, we consider the decomposition σ1

k =
∑

x∈Vk
ΠΣk

(θxσ1
k) where ΠΣk

is the interpolation operator as defined in (3.3) on the mesh Tk. This decomposition
is well-defined since ΠΣk

is a linear operator. By the standard scaling argument, we
have

‖ΠΣk
(θxσ1

k)‖0,Ω . ‖θxσ1
k‖0,Ω.

Therefore, by Lemma 4.2 and the fact that 2hk = hk−1,

∑

x∈Vk

Λ(ΠΣk
(θxσ1

k),ΠΣk
(θxσ1

k))

.
∑

x∈Vk

(‖ΠΣk
(θxσ1

k)‖2
0,Ω + γ‖div(ΠΣk

(θxσ1
k))‖2

0,Ω)

. ‖σ1
k‖2

0,Ω + γ(‖divσ1
k‖2

0,Ω + h−2
k ‖σ1

k‖2
0,Ω)

. (1 + γ−2)Λ(σk,σk).

(5.6)

Finally, we define the decomposition

σk =
∑

x∈Vk

(curl (ΠUk
(θxqk)) + ΠΣk

(θxσ1
k)).

The stability of this decomposition comes from equations (5.5) and (5.6). This com-
pletes the proof of the lemma. �

By Inequality (5.2), Lemma 5.1 and Lemma 5.2, the convergence rate of the

multigrid solver is O( 1+γ−2

1+γ−2+m ).

6. Numerical Results. We report some numerical results for the multigrid
solver for the H(div)-type problem (5.1). Let Ω be the unit square (0, 1) × (0, 1).
Multigrid solver using a smoother as defined in Section 5 is used. The coarsest mesh
is as shown in Figure 6.1. We solve the problem (5.1) on the 2nd, 3rd, 4th and 5th
level respectively. The right hand side F ∈ Σh is selected randomly.
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Fig. 6.1. The coarsest mesh.

Both the lowest order RT element and the lowest order BDM element are used
in the discretization. The experiments are done for γ = 10−4, 10−2, 1, 102, 104. We
tested the iteration numbers needed for reaching a relative residual 10−6. The results
are listed in Table 1 and Table 2.

Table 6.1

Iteration numbers using the RT element.

level γ = 10−4 γ = 10−2 γ = 1 γ = 102 γ = 104

2 22 13 11 11 11
3 62 18 14 14 14
4 132 19 16 15 16
5 200 19 16 16 16

Table 6.2

Iteration numbers using the BDM element.

level γ = 10−4 γ = 10−2 γ = 1 γ = 102 γ = 104

2 6 6 6 6 6
3 7 7 7 7 7
4 7 7 8 7 7
5 8 7 7 7 7

From the tables we can see that when γ is large, the iteration numbers seems to be
independent of γ and the number of levels, which agrees with the theory. When γ is
small, the theory suggests that the convergence rate deteriorates. From the numerical
results we can see that this is true with the RT element. However, for the BDM
element, the convergence rate seems to be still independent of γ.

Appendix A. Proof of Equation (4.6).

As stated in the beginning of this paper, we assume Ω is a convex polygon. Let σh

and qh be defined as in Lemma 4.2. Then qh ∈ H1(Ω,R2)/R2 and for all pH ∈ ŨH ,
we have

(Acurl qh, curlpH) = Λ(curl qh, curlpH) = Λ(σh, curlpH) = 0. (A.1)

Denote n and t the unit outer normal vector and the unit tangential vector along
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∂Ω. Define the curl operator for all τ ∈ H1(Ω,M2) by

curl τ =

(

−∂τ11

∂y + ∂τ12

∂x

−∂τ21

∂y + ∂τ22

∂x

)

.

First we notice that:
Lemma A.1. Assume there exists σ ∈ H1(Ω,M2) satisfying qh = curlσ and

(S1) Aσ = σ (σ is trace-free);
(S2) (σt)|∂Ω = 0;
(S3) ‖σ‖1,Ω . ‖qh‖0,Ω.

Then Equation (4.6) holds.
Proof. Define σ1 by

{

(Aσ1, τ ) + (divτ ,u) = 0, for all τ ∈ Σ,

(divσ1,v) = (divσ,v), for all v ∈ V.

The regularity result (2.3) implies ‖σ1‖1,Ω . ‖divσ‖0,Ω. Since σ − σ1 ∈ H1(Ω,M2)
and div(σ −σ1) = 0, there must exist a potential function p ∈ H2(Ω,R2) such that
curlp = σ − σ1 and

|p|2,Ω ≤ ‖σ‖1,Ω + ‖σ1‖1,Ω . ‖σ‖1,Ω . ‖qh‖0,Ω.

Let pH be the natural interpolation of p onto ŨH . Then by the assumptions on
σ, Equation (A.1) and integration by parts,

‖qh‖2
0,Ω = (curlσ, qh) = −(σ, curl qh) = −(Aσ, curl qh)

= −(Acurlp, curl qh) = −(Acurl (p − pH), curl qh)

. H |p|2,Ω‖Acurl qh‖0,Ω . H‖qh‖0,Ω‖Acurl qh‖0,Ω,

which will give Equation (4.6). �
In the remainder of this section, we will construct a σ that satisfies the assumption

in Lemma A.1.
For any scalar function f , define curl f = (− ∂f

∂y ,
∂f
∂x )t. Then there exists a L2

orthogonal Helmholtz decomposition (see [16]) qh = curlφ + ∇ψ, where φ ∈ H1
0 (Ω)

and ψ ∈ H1(Ω)/R satisfy ‖φ‖1,Ω ≤ ‖qh‖0,Ω and ‖ψ‖1,Ω ≤ ‖qh‖0,Ω. Then

qh = curl

(

φ ψ
−ψ φ

)

= curl

(

φ (ψ + C)
−(ψ + C) φ

)

+ curl∇u

for all C ∈ R and u ∈ H2(Ω,R2). Define

σ =

(

φ (ψ + C)
−(ψ + C) φ

)

+ ∇u. (A.2)

Clearly σ ∈ H1(Ω,M2) and we only need to find C and u such that σ satisfies (S1),
(S2) and (S3) in Lemma A.1, which can be translated to

div u = −2φ,
∂u

∂t
= (ψ + C)n,

|C| . ‖qh‖0,Ω, ‖u‖2,Ω . ‖qh‖0,Ω.

(A.3)
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Since qh ∈ H1(Ω,R2)/R2 and φ ∈ H1
0 (Ω), we have

∫

∂Ω

ψn ds =

∫

Ω

∇ψ dx =

∫

Ω

(qh − curlφ) dx

= −
∫

Ω

curl φ dx =

∫

∂Ω

φt ds = 0.

(A.4)

Recall that Ω is a convex polygon. Denote zi, i = 1, . . . , N , the corners of Ω. To
close the polygon, we set z0 = zN or zN+1 = z1. Denote Γi the edge of Ω connecting
zi and zi+1. Define ni = (n1,i, n2,i)

t and ti = (n2,i,−n1,i)
t to be the unit outer

normal vector and the unit tangential vector on Γi respectively. According to the
trace theorem on polygons (see Theorem 1.4.6 in [17]), we have

∫ ε

0

s−1 |−ψ(zi + sti) + ψ(zi − sti−1)|2 ds ≤ ∞, (A.5)

for all ε < mini=1,... ,N |zi − zi−1|.
Let s0, s be points on ∂Ω and

∫ s

s0

dt be the line integral from s0 to s along ∂Ω in
counter-clockwise direction. Define

C =
−
∫

Ω
2φ dx −

∫

∂Ω
(
∫ s

s0

ψn dt) · n ds
∫

∂Ω(
∫ s

s0
n dt) · n ds

, (A.6)

and

g(s) =

∫ s

s0

(ψ + C)n dt. (A.7)

By Equation (A.4) and the Green’s formula, we immediately see that g is continuous

on ∂Ω. Furthermore, we clearly have g|Γi
∈ H3/2(Γi,R2) and

|C| . ‖φ‖0,Ω + ‖ψ‖0,∂Ω . ‖φ‖0,Ω + ‖ψ‖1,Ω . ‖qh‖0,Ω,

‖g‖3/2,Γi
. ‖ψ‖1/2,∂Ω + |C| . ‖φ‖0,Ω + ‖ψ‖1,Ω . ‖qh‖0,Ω.

By (A.5), (A.6) and (A.7), it is not hard to see that
∫

Ω
−2φ dx =

∫

∂Ω
g · n ds and

∫ ε

0

s−1

∣

∣

∣

∣

∂g

∂t
(zi + sti) · ni−1 −

∂g

∂t
(zi − sti−1) · ni

∣

∣

∣

∣

2

ds

=

∫ ε

0

s−1 |(ψ + C)(zi + sti) − (ψ + C)(zi − sti−1)|2 (ni−1 · ni)
2 ds

<∞,

for all ε < mini=1,... ,N |zi−zi−1|. Recall that φ ∈ H1
0 (Ω). Combining all the above and

according to Theorem 7.1 in [4], there exists u ∈ H2(Ω,R2) such that div u = −2φ,
u|∂Ω = g and

‖u‖2,Ω . ‖φ‖1,Ω +
∑

i=1,... ,N

‖g‖3/2,Γi
. ‖φ‖1,Ω + ‖ψ‖1,Ω . ‖qh‖0,Ω.

Clearly u defined above and C defined in (A.6) satisfy Equation (A.3), and hence σ

defined as in (A.2) satisfies (S1), (S2) and (S3). This completes the proof for Equation
(4.6).
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