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In this paper, we present an immersed finite element (IFE) method for solving the elastodynamics interface 
problems on interface-unfitted meshes. For spatial discretization, we use vector-valued 1 and 1 IFE spaces. We 
establish some important properties of these IFE spaces, such as inverse inequalities, which will be crucial in the 
error analysis. For temporal discretization, both the semi-discrete and the fully discrete schemes are derived. The 
proposed schemes are proved to be unconditionally stable and enjoy optimal rates of convergence in the energy, 
𝐿2 and semi-𝐻1 norms. Numerical examples are designed to verify our theoretical analysis and to demonstrate 
the stability and robustness of our schemes.

1. Introduction

In this paper, we consider the following two-dimensional elastodynamics interface problem:

𝐮𝑡𝑡 − div 𝜎(𝐮) = 𝐟 , in Ω− ∪Ω+, 𝑡 ∈ [0,𝐿], (1.1a)

𝐮(𝐱,0) = 𝝎0(𝐱), in Ω− ∪Ω+, (1.1b)

𝐮𝑡(𝐱,0) = 𝝎1(𝐱), in Ω− ∪Ω+, (1.1c)

u = 𝐠(𝐱, 𝑡), on 𝜕Ω, 𝑡 ∈ [0,𝐿]. (1.1d)

Here, Ω ⊂ℝ2 is assumed to be a polygonal domain separated by a fixed interface Γ such that Ω=Ω+ ∪Ω− ∪ Γ, as illustrated in Fig. 1. The unknown 
function 𝐮 ∶ Ω × [0, 𝐿] → ℝ2 denotes the displacement vector field of the elastic body, and 𝐟 is a given external body force. The stress tensor 
𝜎 = (𝜎𝑖𝑗 (𝐮)), 1 ≤ 𝑖, 𝑗 ≤ 2 is defined to be

𝜎𝑖𝑗 (𝐮) = 𝜆(∇ ⋅ 𝐮)𝛿𝑖𝑗 + 2𝜇𝜖𝑖𝑗 (𝐮), (1.1e)

where 𝛿𝑖𝑗 is the Kronecker delta function and 𝜆 and 𝜇 are Lamé parameters. The linearized strain tensor 𝜖(𝐮) = (𝜖𝑖𝑗 (𝐮)) is defined by

𝜖𝑖𝑗 (𝐮) =
1
2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖
). (1.1f)

Two subdomains Ω+ and Ω− are occupied by two different elastic materials with distinct Lamé parameters 𝜆 and 𝜇. Without loss of generality, we 
assume that the Lamé parameters are piecewise constant defined as follows:

𝜆 =
{
𝜆−, if 𝐱 ∈Ω−,

𝜆+, if 𝐱 ∈Ω+,
𝜇 =

{
𝜇−, if 𝐱 ∈Ω−,

𝜇+, if 𝐱 ∈Ω+.
(1.1g)

In addition, we assume the following interface conditions across the interface Γ at any time 𝑡 ∈ [0, 𝐿]:
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Fig. 1. From left: a domain of the elastodynamic interface problem, a fitted triangular mesh, an unfitted triangular mesh, an unfitted Cartesian mesh.

�𝐮�Γ = 𝟎, on Γ, (1.1h)

�𝜎(𝐮)𝐧�Γ = 𝟎, on Γ, (1.1i)

where the jump operator �⋅�Γ is defined to be �𝐯�Γ ∶= (𝐯|Ω+ )Γ − (𝐯|Ω− )Γ, and 𝐧 is the unit normal pointing from Ω− to Ω+.

The present work is motivated by wide applications of elastodynamics in the real-world engineering field. In the past decades, the study of elastic 
wave propagation is of great interest in many applications originated from seismology, evaluation of composites, ocean acoustics, and biomechanics 
[14,15,39,41,42]. For example, the propagation of seismic waves in the layered earth can be modeled by elastodynamics in inhomogeneous media. 
Another example in the biomechanical applications is the modeling of thorax by a bi-material medium consisting of thoracic wall and lung to 
investigate the transmission of energy through human bodies [13–15]. In these real scenarios, difficulties often occur when elastic waves propagate 
through medias with complicated material interface geometry, so it is desirable to design efficient and accurate simulation techniques.

Many studies have been carried out to numerically solve steady-state elasticity interface problems. Roughly speaking, there are two classes of 
numerical methods among the literature, named fitted-mesh and unfitted-mesh methods. For the first class, the computational mesh is generated 
to align with the interface (second plot of Fig. 1), so that standard discretization techniques, such as finite element method [5,50], discontinuous 
Galerkin method [10,23], weak Galerkin method [37,43] can be directly applied without sacrificing their accuracy. However, it is rather expensive 
to construct high-quality fitted meshes especially when the interface has complex geometries or the interface evolves with time. Another class of 
methods, known as unfitted-mesh methods, allows us to use meshes independent of interfaces without compromising its accuracy (right two plots in 
Fig. 1). Thus, these methods are often more efficient in computations. Existing numerical methods in this class include immersed interface method 
(IIM) [7,48], multi-scale finite element method [9], extended finite element method (XFEM) [11], CutFEM [24,40] and immersed finite element 
method (IFEM), to name only a few.

The IFEM is a class of unfitted-mesh finite element methods for solving PDE interface problems. IFEM modifies the local finite element spaces on 
interface elements by incorporating interface conditions to maintain optimal approximation property. Unlike other unfitted methods aforementioned, 
a distinctive feature of IFEM is the degree of freedom (DoF) is independent of the interface locations, since the IFE space is isomorphic to the standard 
FE space on the same mesh. So far, the IFEM has been developed for many PDE interface problems, including elliptic problems [19,21,26,32], Stokes 
problems [8,29]. For elasticity interface problems, we refer readers to [12,33,35,38,28] for the construction of immersed 1, 1, rotated-1 and 
1∕ finite element spaces, [17,18] for error analysis of IFEM for 1 , 1 spaces and [27] for a Petrov-Galerkin type method.

Besides the aforementioned steady-state applications, the IFEM can also be used as spatial discretization for solving time-dependent PDE interface 
problems. In [34] and [47], the authors developed and analyzed both semi-discrete and fully discrete IFE schemes for parabolic and hyperbolic 
interface problems, respectively. In [36] and [2], the error analysis for this numerical scheme has been improved by requiring less restrictive 
regularity of solution. Several IFE methods for time-dependent Stokes and Navier-Stokes equations with stationary and moving interfaces have been 
introduced in [30,44].

In this paper, we develop and analyze an IFE method for elastodynamics interface problems based on unfitted triangular or rectangular meshes. 
For the spatial discretization, we employ the vector-valued immersed 1 and 1 IFE spaces introduced in [17,18]. We further prove the inverse 
inequalities of these IFE functions, which are essential in our error estimation. A semi-discrete IFE scheme is proposed and optimal error estimates in 
the energy, 𝐿2 and semi-𝐻1 norm are theoretically proved. For full discretization, we adopt the 𝜃-scheme and prove the optimal convergence rates 
in 𝐿2 and semi-𝐻1 norm, as well as the unconditional stability. The constant in our error bounds is independent of interface location. Comparing 
to the immersed discontinuous Galerkin method introduced in [1] for acoustic-elastic and elastic-elastic wave propagation problem, the auxiliary 
variable is not required in our scheme for numerical stability. Consequently, our method is less expensive since fewer degrees of freedom are used 
in our method. For elastodynamic interface problems with nonhomogeneous interface jump conditions, i.e., the right hand side of (1.1h) and (1.1i)

are nonzero, the IFE space can be constructed naturally following the homogenization idea in [26]. However, the approximation properties and the 
a priori error estimates require significant amount of work, hence the authors will not consider this case in the current paper.

The rest of the paper is organized as follows. In Section 2, we recall the 1 and 1 IFE spaces for stationary elasticity interface problems. In 
Section 3, we introduce semi-discrete and fully discrete schemes for solving elastodynamics problems. In Section 4, we prove the inverse inequalities 
of the these vector-valued IFE spaces and prove the optimal convergence for the proposed semi and fully discrete numerical schemes. In Section 5, 
we report several numerical examples to verify the theoretical results and explore other features of the proposed schemes. Brief conclusions are 
summarized in Section 6.

2. IFE discretization

In this section, we first introduce some notations and assumptions to be used in this paper, then we recall the linear and bilinear immersed finite 
element spaces for the stationary elasticity problems. We refer [18,33] for more details of the construction and analysis.

2.1. Notations and assumptions

We denote the standard Sobolev space on a measurable set Ω̃⊂Ω as 𝑊 𝑘,𝑝(Ω̃) equipped with the norm ‖ ⋅ ‖𝑊 𝑘,𝑝(Ω̃) and the semi-norm | ⋅ |𝑊 𝑘,𝑝(Ω̃). 
As usual, we write 𝑊 𝑘,2(Ω̃) simply as 𝐻𝑘(Ω̃) when 𝑝 = 2. For a vector function 𝐰 = (𝑤𝑖)𝑖=1,2 ∈𝐖𝑘,𝑝(Ω̃) = [𝑊 𝑘,𝑝(Ω̃)]2, its norm is naturally defined by
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‖𝐰‖𝐖𝑘,𝑝(Ω̃) =
2∑
𝑖=1

‖𝑤𝑖‖𝑊 𝑘,𝑝(Ω̃). (2.1)

The semi-norm | ⋅ |𝐖𝑘,𝑝(Ω̃) is defined similarly.

In the case of Ω̃ ∩ Γ ≠ ∅, we denote the subsets Ω̃ ∩ Ω𝑠 by Ω̃𝑠 for 𝑠 = +, −. The broken Sobolev space defined on Ω̃ is denoted by 𝐏𝐖𝑘,𝑝(Ω̃)

𝐏𝐖𝑘,𝑝(Ω̃) = {𝐯 ∶ 𝐯|Ω̃𝑠 ∈ [𝑊 𝑘,𝑝(Ω̃𝑠)]2, 𝑠 = +,−; �𝐯�Γ = �𝜎(𝐯)𝐧�Γ = 𝟎}. (2.2)

The associated norm ‖ ⋅ ‖𝐏𝐖𝑘,𝑝(Ω̃) and semi-norm | ⋅ |𝐏𝐖𝑘,𝑝(Ω̃) are defined by:

‖𝐯‖𝐏𝐖𝑘,𝑝(Ω̃) =
∑
𝑠=±

‖𝐯‖[𝑊 𝑘,𝑝(Ω̃𝑠)]2 , |𝐯|𝐏𝐖𝑘,𝑝(Ω̃) =
∑
𝑠=±

|𝐯|[𝑊 𝑘,𝑝(Ω̃𝑠)]2 . (2.3)

Similar to standard Sobolev spaces, we denote the broken Sobolev space 𝐏𝐖𝑘,2(Ω̃) by 𝐏𝐇𝑘(Ω̃) with norm ‖ ⋅ ‖𝐏𝐇𝑘(Ω̃). The space 𝐏𝐇2(Ω̃) will be 
used frequently in our analysis since the exact solution is assumed to have a piecewise 𝐻2 regularity, i.e. 𝐮(⋅, 𝑡) ∈ 𝐏𝐇2(Ω̃).

Furthermore, we define the time-dependent Sobolev space 𝐿𝑝(0, 𝐿; 𝐕)

𝐿𝑝(0,𝐿;𝐕) =
⎧⎪⎨⎪⎩𝐯 ∶ [0,𝐿]↦𝐕,

𝐿

∫
0

‖𝐯(⋅, 𝑡)‖𝑝𝐕𝑑𝑡 <∞
⎫⎪⎬⎪⎭ , 𝑝 ∈ℕ+, (2.4)

with the norm

‖𝐯‖𝐿𝑝 (0,𝐿;𝐕) = ⎛⎜⎜⎝
𝐿

∫
0

‖𝐯(⋅, 𝑡)‖𝑝𝐕𝑑𝑡⎞⎟⎟⎠
1∕𝑝

. (2.5)

When 𝑝 =∞, the corresponding space is defined as

𝐿∞(0,𝐿;𝐕) =
{
𝐯 ∶ [0,𝐿]↦𝐕, sup

𝑡∈[0,𝐿]
‖𝐯(⋅, 𝑡)‖𝐕 <∞

}
, (2.6)

with the norm

‖𝐯‖𝐿∞(0,𝐿;𝐕) = sup
𝑡∈[0,𝐿]

‖𝐯(⋅, 𝑡)‖𝐕. (2.7)

Similarly, 𝑊 𝑘,𝑝(0, 𝐿; 𝐕) can be defined with associated norm:

‖𝐯‖𝑊 𝑘,𝑝(0,𝐿;𝐕) =

(∑
|𝛼|≤𝑘

‖‖‖𝐷𝛼
(‖𝐯(⋅, 𝑡)‖𝐕)‖‖‖𝑝𝐿𝑝(0,𝐿)

)1∕𝑝

. (2.8)

As usual, when 𝑝 = 2, we simply write the space 𝑊 𝑘,2(0, 𝐿; 𝐕) as 𝐻𝑘(0, 𝐿; 𝐕).
Let ℎ be a shape-regular triangular or rectangular mesh of Ω. We use ℎ and ℎ to denote the set of nodes and edges, respectively. For each 

𝑇 ∈ ℎ, ℎ𝑇 ∶= diam(𝑇 ) is the diameter of 𝑇 , and the mesh size is determined by ℎ ∶= max𝑇∈ℎ{ℎ𝑇 }. An element 𝑇 ∈ ℎ is called an interface element 
if 𝑇 ∩ Γ ≠ ∅; otherwise, it is called a non-interface element. The collections of interface elements and noninterface elements are denoted as  𝑖

ℎ
and 

 𝑛
ℎ

, respectively. For an interface element 𝑇 , we use 𝑇 + = 𝑇 ∩Ω+ and 𝑇 − = 𝑇 ∩Ω− to denote its two subelements. The collection of edges intersecting 
with the interface Γ is denoted as  𝑖

ℎ
, and 𝑛

ℎ
= ℎ∖ 𝑖ℎ denotes the set of the non-interface edges. The sets of interior and boundary edges are denoted 

by ̊ℎ and 𝑏
ℎ
, respectively. Similarly, ̊ 𝑖

ℎ
and ̊𝑛

ℎ
denote the sets of interior interface edges and interior non-interface edges, respectively.

For every interior edge 𝑒 ∈ ̊ℎ, a unit normal vector 𝐧𝑒 is associated. Two elements sharing the common edge 𝑒 are denoted as 𝑇 1
𝑒 and 𝑇 2

𝑒 , where 
𝐧𝑒 points from 𝑇 1

𝑒 to 𝑇 2
𝑒 . For a vector-valued function 𝐠, the jump operator �⋅�𝑒 and average operator {{⋅}}𝑒 across an edge 𝑒 are defined as follows.

�𝐠�𝑒 = (𝐠|𝑇 1
𝑒
)|𝑒 − (𝐠|𝑇 2

𝑒
)|𝑒, {{𝐠}}𝑒 =

1
2
(
(𝐠|𝑇 1

𝑒
)|𝑒 + (𝐠|𝑇 2

𝑒
)|𝑒). (2.9)

Lastly, we adopt the following assumptions [35] to characterize the geometrical relations between the mesh and the interface.

(H1) The interface Γ cannot intersect an edge of any element at more than two points unless the edge is part of Γ.

(H2) If Γ intersects the boundary of an element at two points, these intersection points must be on different edges of this element.

(H3) The interface Γ is a piecewise 𝐶2 function, and the mesh ℎ is formed such that on every interface element 𝑇 ∈  𝑖
ℎ
, Γ ∩ 𝑇 is 𝐶2.

2.2. IFE spaces for elasticity problem

In this subsection, we recall the linear and bilinear IFE spaces [25]. To unify the notations, we define the index set 𝑇 for each element 𝑇 ∈ ℎ
such that 𝑇 = {1, 2, 3} for triangular elements, and 𝑇 = {1, 2, 3, 4} for rectangular elements.

On non-interface elements 𝑇 ∈  𝑛
ℎ

, we use the standard vector-valued polynomial space. The local finite element space is 𝐒ℎ(𝑇 ) = 1(𝑇 ) × 1(𝑇 )
for triangular mesh and 𝐒ℎ(𝑇 ) = 1(𝑇 ) × 1(𝑇 ) for rectangular mesh. On an interface element 𝑇 ∈  𝑖

ℎ
, based on (H2), we assume the interface Γ

intersects boundary of 𝑇 at two points 𝐷 and 𝐸, located on two different edges. The vector 𝐧
𝐷𝐸

is the unit normal of the line segment Γ𝑇 =𝐷𝐸. 
Then the interface element 𝑇 is split into 𝑇 + and 𝑇 − by Γ𝑇 . Typical interface elements with notations defined above are illustrated in Fig. 2.
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Fig. 2. Typical triangular (left) and rectangular (right) interface elements.

We construct the local basis functions 𝝓𝑖,𝑇 , 𝑖 = 1, 2, ⋯ , 2|𝑇 | on the interface element as follows

𝝓𝑖,𝑇 (𝐱) =

⎧⎪⎪⎨⎪⎪⎩
𝝓+
𝑖,𝑇

(𝐱) =
(
𝑎+1 + 𝑏+1 𝑥+ 𝑐

+
1 𝑦

𝑎+2 + 𝑏+2 𝑥+ 𝑐
+
2 𝑦

)
, if 𝐱 ∈ 𝑇 +,

𝝓−
𝑖,𝑇

(𝐱) =
(
𝑎−1 + 𝑏−1 𝑥+ 𝑐

−
1 𝑦

𝑎−2 + 𝑏−2 𝑥+ 𝑐
−
2 𝑦

)
, if 𝐱 ∈ 𝑇 −,

(2.10)

for linear case on triangular meshes, and

𝝓𝑖,𝑇 (𝐱) =

⎧⎪⎪⎨⎪⎪⎩
𝝓+
𝑖,𝑇

(𝐱) =
(
𝑎+1 + 𝑏+1 𝑥+ 𝑐

+
1 𝑦+ 𝑑

+
1 𝑥𝑦

𝑎+2 + 𝑏+2 𝑥+ 𝑐
+
2 𝑦+ 𝑑

+
2 𝑥𝑦

)
, if 𝐱 ∈ 𝑇 +,

𝝓−
𝑖,𝑇

(𝐱) =
(
𝑎−1 + 𝑏−1 𝑥+ 𝑐

−
1 𝑦+ 𝑑

−
1 𝑥𝑦

𝑎−2 + 𝑏−2 𝑥+ 𝑐
−
2 𝑦+ 𝑑

−
2 𝑥𝑦

)
, if 𝐱 ∈ 𝑇 −,

(2.11)

for bilinear case on rectangular meshes. These IFE basis functions satisfy the standard nodal value conditions;

𝝓𝑖,𝑇 (𝐴𝑗 ) =
[
𝛿𝑖,𝑗
0

]
,∀𝑖 = 1, ..., |𝑇 |, 𝝓𝑖,𝑇 (𝐴𝑗 ) =

[
0

𝛿𝑖−|𝑇 |,𝑗
]
,∀𝑖 = |𝑇 |+ 1,⋯ ,2|𝑇 |. (2.12)

Besides, we enforce the interface conditions (1.1h)-(1.1i) approximately as follows:

• Continuity of displacement functions

𝝓+
𝑖,𝑇
|Γ𝑇 −𝝓−

𝑖,𝑇
|Γ𝑇 = 𝟎, (2.13)

• Continuity of stress in normal direction(
𝜎(𝝓+

𝑖,𝑇
(𝐹 )) − 𝜎(𝝓−

𝑖,𝑇
(𝐹 ))

)
𝐧
𝐷𝐸

= 𝟎, (2.14)

where 𝐹 is taken to be (𝐷 +𝐸)∕2 as in [35] or as a weighted average of 𝐷 and 𝐸 as in [17].

The local IFE space 𝐒ℎ(𝑇 ) on an interface element 𝑇 ∈  𝑖
ℎ

is defined as 𝐒ℎ(𝑇 ) ≜ Span{𝝓𝑖,𝑇 ∶ 1 ≤ 𝑖 ≤ 2|𝑇 |}. The global IFE space 𝐒ℎ(Ω) is defined 
to be

𝐒ℎ(Ω) = {𝐯 ∶ 𝐯|𝑇 ∈ 𝐒ℎ(𝑇 ),∀𝑇 ∈ ℎ;𝐯 is continuous at each node 𝑁 ∈ℎ;𝐯|𝜕Ω = 𝟎}. (2.15)

We will sometimes just denote the global space 𝐒ℎ(Ω) by 𝐒ℎ for convenience. It is clear that 𝐒ℎ is a subspace of 𝐕ℎ where

𝐕ℎ = {𝐯 ∶ 𝐯|𝑇 ∈ [𝐻1(𝑇 )]2,∀𝑇 ∈ ℎ;𝐯 is continuous at each node 𝑁 ∈ℎ, 𝐯 is continuous across each 𝑒 ∈ ̊𝑛
ℎ
,𝐯|𝜕Ω = 𝟎}. (2.16)

More detail on the construction of the IFE spaces for elasticity problems and their properties can be found in [17,35].

3. Semi-discrete and fully discrete numerical schemes

In this section, we introduce the IFE discretization for elastodynamic interface problem (1.1).

3.1. Spatial discretization

In this subsection, we introduce the spatial discretization using the IFE spaces defined above. We use the partially penalized IFE scheme intro-

duced in [18]. Define the following bilinear and linear forms:

𝑎ℎ(𝐮,𝐯) =
∑
𝑇∈ℎ ∫𝑇

2𝜇𝜖(𝐮) ∶ 𝜖(𝐯)𝑑𝐱 +
∑
𝑇∈ℎ ∫𝑇

𝜆(∇ ⋅ 𝐮)(∇ ⋅ 𝐯)𝑑𝐱

−
∑
𝑒∈̊ 𝑖

∫
𝑒

{{
𝜎(𝐮)𝐧𝑒

}}
⋅ �𝐯�𝑑𝑠−

∑
𝑒∈̊ 𝑖

∫
𝑒

{{
𝜎(𝐯)𝐧𝑒

}}
⋅ �𝐮�𝑑𝑠+ 𝜌

ℎ

∑
𝑒∈̊ 𝑖

∫
𝑒

�𝐮� ⋅ �𝐯�𝑑𝑠, (3.1)
ℎ ℎ ℎ
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𝐿𝐟 (𝐯) =
∑
𝑇∈ℎ ∫𝑇

𝐟 ⋅ 𝐯𝑑𝐱, (3.2)

where 𝜌 > 0 is a penalty parameter. The variational form for the elastodynamics problem (1.1) is: find 𝐮 ∈𝐻2(0, 𝐿; 𝐏𝐇2(Ω)) such that

(𝐮𝑡𝑡,𝐯) + 𝑎ℎ(𝐮,𝐯) =𝐿𝐟 (𝐯), ∀𝐯 ∈𝐕ℎ, 𝑡 > 0, (3.3a)

𝐮(0) = 𝝎0, 𝐮𝑡(0) = 𝝎1. (3.3b)

The semi-discrete scheme for (1.1) is: find 𝐮ℎ ∈𝐻2(0, 𝐿; 𝐒ℎ) such that

(𝐮ℎ,𝑡𝑡,𝐯ℎ) + 𝑎ℎ(𝐮ℎ,𝐯ℎ) =𝐿𝐟 (𝐯ℎ), ∀𝐯ℎ ∈ 𝐒ℎ, 𝑡 > 0, (3.4a)

𝐮ℎ(0) =ℎ𝝎0, 𝐮ℎ,𝑡(0) =ℎ𝝎1, (3.4b)

where the elastic projection operator ℎ: 𝐕ℎ ↦ 𝐒ℎ is defined by

𝑎ℎ(ℎ𝝎,𝐯ℎ) = 𝑎ℎ(𝝎,𝐯ℎ), ∀𝐯ℎ ∈ 𝐒ℎ. (3.5)

We define the mesh-dependent energy norm ⦀ ⋅ ⦀ℎ:

⦀𝐯⦀2ℎ ∶= ∑
𝑇∈ℎ ∫𝑇

2𝜇‖𝜖(𝐯)‖2𝑑𝐱 + ∑
𝑇∈ℎ ∫𝑇

𝜆‖∇ ⋅ 𝐯‖2𝑑𝐱 + ∑
𝑒∈̊ 𝑖

ℎ

𝜌∫
𝑒

‖ℎ−1∕2 �𝐯�‖2𝑑𝑠+ ∑
𝑒∈̊ 𝑖

ℎ

𝜌−1 ∫
𝑒

‖ℎ1∕2 {{𝜎(𝐯)𝐧𝑒}}‖2𝑑𝑠. (3.6)

The following approximation property has been proved in Theorem 4.3 of [18]:

Lemma 3.1. For every 𝐮 ∈ 𝐏𝐇2(Ω), assume 𝜌 sufficiently large, then ℎ𝑢 is well-defined and the following estimate holds:

⦀⦀𝐮−ℎ𝐮⦀⦀ℎ ≲ ℎ‖𝐮‖𝐏𝐇2(Ω) , (3.7a)

‖‖𝐮−ℎ𝐮‖‖𝐋2(Ω) ≲ ℎ
2 ‖𝐮‖𝐏𝐇2(Ω) , (3.7b)

|𝐮−ℎ𝐮|𝐏𝐇1(Ω) ≲ ℎ‖𝐮‖𝐏𝐇2(Ω) . (3.7c)

Here and in what follows, the notation 𝑢 ≲ 𝑣 denotes 𝑢 ≤ 𝐶𝑣 where the hidden constant 𝐶 is independent of the mesh size ℎ and the interface 
location. The proof for the energy norm (3.7a) and the 𝐿2 norm (3.7b) is reported in [18]. The 𝐻1 norm error estimate (3.7c) is a direct consequence 
by combining the 𝐻1 estimate for Lagrange interpolation error |𝐮 − ℎ𝐮|𝐻1 in [17] and the inverse inequality in Theorem 4.1 in this paper.

3.2. Temporal discretization

In the subsection, we further discretize the scheme (3.4) in time. Let 𝜏 be a uniform partition of the time domain [0, 𝐿] with the step size 𝜏 :

𝜏 = {0 = 𝑡0 < 𝑡1 <⋯ < 𝑡𝑀 =𝐿}, 𝜏 = 𝑡𝑛 − 𝑡𝑛−1, 𝑛 = 1,2, ...,𝑀. (3.8)

For a vector function 𝐯(𝐱, 𝑡), we denote 𝐯𝑛 ∶= 𝐯(⋅, 𝑡𝑛) and define the following difference functions:

𝜕𝑡𝑡𝐯𝑛 ∶=
𝐯𝑛+1 − 2𝐯𝑛 + 𝐯𝑛−1

𝜏2
, 𝜕𝑡𝐯𝑛+1∕2 ∶=

𝐯𝑛+1 − 𝐯𝑛
𝜏

,

𝐯𝑛,𝜃 ∶= 𝜃𝐯𝑛+1 + (1 − 2𝜃)𝐯𝑛 + 𝜃𝐯𝑛−1, 𝐯𝑛+𝜃 ∶= 𝜃𝐯𝑛+1 + (1 − 𝜃)𝐯𝑛,
(3.9)

where 𝜃 ∈ [0, 1]. The fully discretized scheme for (1.1) is: find 𝐮𝑛
ℎ

for 𝑛 = 2, 3, ⋯ , 𝑀 in

(𝜕𝑡𝑡𝐮𝑛ℎ,𝐯ℎ) + 𝑎ℎ(𝐮
𝑛,1∕4
ℎ

,𝐯ℎ) =𝐿𝐟𝑛,1∕4 (𝐯ℎ), ∀𝐯ℎ ∈ 𝐒ℎ, (3.10a)

𝐮0
ℎ
=ℎ𝝎0, 𝐮1

ℎ
=ℎ𝐮1,∗, (3.10b)

where, 𝐮1,∗ = 𝝎0 +𝜏𝝎1 +
𝜏2

2 (div 𝜎(𝝎0) + 𝐟(𝐱, 0)) is a third-order approximation of 𝐮1. The matrix form of the above fully discrete scheme can be written 
as:

(𝐌+ 𝜏2

4
𝐊)𝐜𝑛+1 = (2𝐌− 𝜏2

2
𝐊)𝐜𝑛 − (𝐌+ 𝜏2

4
𝐊)𝐜𝑛−1 + 𝜏2𝐅𝑛,1∕4. (3.11)

Here, 𝐜𝑛 is the vector of unknowns. (𝐌)𝑖,𝑗 = (𝝓𝑖, 𝝓𝑗 ), (𝐊)𝑖,𝑗 = 𝑎ℎ(𝝓𝑖, 𝝓𝑗 ) are mass and stiffness matrices, and (𝐅𝑛,1∕4)𝑖 =𝐿𝐟𝑛,1∕4 (𝝓𝑖) is the load vector.

Remark 3.1. In [31], the fully discrete scheme is called 𝜃-scheme. In our paper, we use 𝜃-scheme for temporal discretization with 𝜃 = 1∕4.

4. Error estimation

In this section, we derive the a priori error estimation for both semi-discrete and fully discrete schemes. First we prove some inverse inequalities 
for IFE functions.
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Fig. 3. Three typical cases for triangular interface elements.

4.1. Inverse inequalities

We first recall the following norm equivalence lemma for triangular meshes [16].

Lemma 4.1. Let 𝑇 ∈  𝑖
ℎ

be an interface triangle in one of three cases illustrated in Fig. 3. Let 𝑘 be the polynomial space of degree no more than 𝑘, then the 
following norm equivalent results hold

• For Case (a): |𝐴1𝐸| ≥ |𝐴1𝐴2|∕2 and |𝐴1𝐷| ≥ |𝐴1𝐴3|∕2, we have

‖⋅‖
𝐿2(𝑇−) ≃ ‖⋅‖𝐿2(𝑇 ) , on 𝑘. (4.1)

• For Case (b): |𝐴1𝐸| ≥ |𝐴1𝐴2|∕2 and |𝐴1𝐷| ≤ |𝐴1𝐴3|∕2 and Case (c): |𝐴1𝐸| ≤ |𝐴1𝐴2|∕2 and |𝐴1𝐷| ≤ |𝐴1𝐴3|∕2, we have

‖⋅‖
𝐿2(𝑇+) ≃ ‖⋅‖𝐿2(𝑇 ) , on 𝑘. (4.2)

An analogous norm equivalence result can be established for rectangular interface elements.

Lemma 4.2. Let 𝑇 ∈  𝑖
ℎ

be an interface rectangle in one of three cases illustrated in Fig. 4. Let 𝑘 be the polynomial space of degree no more than 𝑘, then 
the following norm equivalent results hold

• For Case (d): 𝐷 ∈𝐴1𝐴4 and 𝐸 ∈𝐴1𝐴2, we have

‖⋅‖
𝐿2(𝑇+) ≃ ‖⋅‖𝐿2(𝑇 ) , on 𝑘. (4.3)

• For Case (e): |𝐴1𝐸| ≥ |𝐴1𝐴2|∕2 and |𝐴4𝐷| ≥ |𝐴4𝐴3|∕2 and Case (f): |𝐴1𝐸| ≥ |𝐴1𝐴2|∕2 and |𝐴4𝐷| ≤ |𝐴4𝐴3|∕2, we have

‖⋅‖
𝐿2(𝑇−) ≃ ‖⋅‖𝐿2(𝑇 ) , on 𝑘. (4.4)

Proof. For Case (d), we let 𝑀 , 𝑁 be the midpoint of 𝐴3𝐴4 and 𝐴2𝐴3, and let 𝑂 be the center of square. It is clear that the rectangle 𝑂𝑁𝐴3𝑀 is a 
homothetic subset of 𝑇 . By Lemma 2.2 in [46], we have

‖𝑣‖
𝐿2(𝑇+) ≤ ‖𝑣‖𝐿2(𝑇 ) ≲ ‖𝑣‖𝐿2(□𝑂𝑁𝐴3𝑀) ≤ ‖𝑣‖

𝐿2(𝑇+) , ∀𝑣 ∈ 𝑘,
where the hidden constant in the estimate depends only on 𝑘, the order of polynomial.

For Case (e), we let 𝑀 , 𝑁 be the mid-point of 𝐴1𝐴4 and 𝐴1𝐴2, and let 𝑂 be the center of 𝑇 . A similar argument yields

‖𝑣‖
𝐿2(𝑇−) ≤ ‖𝑣‖𝐿2(𝑇 ) ≲ ‖𝑣‖𝐿2(□𝑂𝑁𝐴1𝑀) ≤ ‖𝑣‖

𝐿2(𝑇−) ∀𝑣 ∈ 𝑘.
For Case (f), we let 𝑀 and 𝑁 be the first quadrisection point of 𝐴1𝐴4 and 𝐴1𝐴2, respectively. Let 𝑂 be the fourth point of □𝑂𝑁𝐴1𝑀 . A similar 

argument yields

‖𝑣‖
𝐿2(𝑇−) ≤ ‖𝑣‖𝐿2(𝑇 ) ≲ ‖𝑣‖𝐿2(□𝑂𝑁𝐴1𝑀) ≤ ‖𝑣‖

𝐿2(𝑇−) ∀𝑣 ∈ 𝑘.
This completes the proof of the lemma. □

Recall the standard trace inequalities [45] in 1D and 2D cases:

|𝑣(𝑧)| ⩽ 𝑘+ 1√|𝑙| ‖𝑣‖𝐿2(𝑙), ∀𝑣 ∈ 𝑘(𝑙) (4.5)

where 𝑙 is a line segment, and 𝑧 is an endpoint of 𝑙. Moreover,

‖𝑣‖𝐿2(𝑒) ⩽

√
(𝑘+ 1)(𝑘+ 2)

2
|𝑒||𝑇 | ‖𝑣‖𝐿2(𝑇 ), ∀𝑣 ∈ 𝑘(𝑇 ) (4.6)

where 𝑇 is a triangle and 𝑒 is an edge of 𝑇 .
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Fig. 4. Three typical cases for rectangular interface elements.

We also recall from [17], an IFE function 𝝓𝑇 can be written as

𝝓𝑇 =

{
𝝓+
𝑇
= 𝐩 in 𝑇 +

𝝓−
𝑇
=𝑇 (𝐩) in 𝑇 −

where 𝐩 is a polynomial in [1(𝑇 )]2 for linear case while in [1(𝑇 )]2 for bilinear case and 𝑇 (𝐩) = 𝐩 + 𝐜−0𝐿(𝑋) is the extension mapping with 
𝐿(𝑋) = 𝐧(𝑋 −𝐷) and 𝐧 is the unit normal vector of 𝐷𝐸. It is clear that 𝐿(𝑋) is the equation of the line segment 𝐷𝐸. By direct calculation, we have

𝐜−0 = (𝐾−)−1𝜎̂(𝝓+
𝑇
)(𝐹 )𝐧 (4.7)

where 𝜎̂(𝐯) =
(
𝜎̂𝑖𝑗 (𝐯)

)
1⩽𝑖,𝑗⩽2 and

𝜎̂𝑖𝑗 (𝐯) = 𝜆̂(∇ ⋅ 𝐯)𝛿𝑖,𝑗 + 2𝜇̂𝜖𝑖𝑗 (𝐯), (4.8)

with 𝜆̂ = 𝜆+ − 𝜆− and 𝜇̂ = 𝜇+ − 𝜇−. The matrix 𝐾− =𝑄𝑃−𝑄𝑇 where

𝑃− =
[
(𝜆− + 2𝜇−) 0

0 𝜇−

]
, 𝑄 = [𝐧, 𝐭̃] (4.9)

with ̃𝐭 being the unit tangential vector of 𝐷𝐸. It can be also verified by switching the signs between − to + that −1
𝑇
(𝐩) = 𝐩 + 𝐜+0𝐿(𝑋) where 𝐜+0 is 

defined similarly to 𝐜−0 . These results will be used to prove the inverse inequality in the next theorem.

Theorem 4.1 (Inverse Inequality). The following estimate holds for each interface element 𝑇 ∈  𝑖
ℎ
,

‖‖∇𝝓𝑇 ‖‖𝐿2(𝑇 ) ≲ ℎ
−1 ‖‖𝝓𝑇 ‖‖𝐿2(𝑇 ) , ∀𝝓𝑇 ∈ 𝐒ℎ(𝑇 ). (4.10)

Proof. Without loss of generality, we consider the three cases of triangular elements specified in Fig. 3. Note that

‖𝐿(𝑋)‖
𝐿2(𝑇 𝑠) = ‖‖𝐧(𝑋 −𝐷)‖‖𝐿2(𝑇 𝑠) ≲ ‖(𝑋 −𝐷)‖

𝐿2(𝑇 𝑠) ≲ ℎ|𝑇 𝑠|1∕2 ≲ ℎ2, 𝑠 = +,−. (4.11)

In addition, we can bound (𝐾𝑠)−1 as follows‖‖‖(𝐾𝑠)−1‖‖‖ ≲ ‖‖‖𝑄𝑇 ‖‖‖‖‖‖(𝑃 𝑠)−1‖‖‖‖𝑄‖ ≲ 1, 𝑠 = +,−. (4.12)

For Case (𝑎) in Lemma 4.1, by the standard inverse inequality and the norm equivalence results, we have‖‖‖∇𝝓−
𝑇

‖‖‖𝐿2(𝑇−)
≤ ‖‖‖∇𝝓−

𝑇

‖‖‖𝐿2(𝑇 )
≲ ℎ−1

‖‖‖𝝓−
𝑇

‖‖‖𝐿2(𝑇 )
≲ ℎ−1

‖‖‖𝝓−
𝑇

‖‖‖𝐿2(𝑇−)
. (4.13)

Similarly, we can bound the other piece as follows‖‖‖∇𝝓+
𝑇

‖‖‖𝐿2(𝑇+)
≤ ‖‖‖∇𝝓+

𝑇

‖‖‖𝐿2(𝑇 )
≲ ℎ−1

‖‖‖𝝓+
𝑇

‖‖‖𝐿2(𝑇 )
= ℎ−1 ‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝑇+)
+ ℎ−1 ‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝑇−)
. (4.14)

Using the triangle inequality we obtain

ℎ−1
‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝑇+)
+ ℎ−1 ‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝑇−)
≤ ℎ−1 ‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝑇+)
+ ℎ−1 ‖‖‖𝝓−

𝑇

‖‖‖𝐿2(𝑇−)
+ ℎ−1 ‖‖‖𝝓+

𝑇
−𝝓−

𝑇

‖‖‖𝐿2(𝑇−)

= ℎ−1 ‖‖𝝓𝑇 ‖‖𝐿2(𝑇 ) + ℎ
−1 ‖‖‖𝐜+0𝐿‖‖‖𝐿2(𝑇−)

.
(4.15)

Note that 𝐜+0 in second term on the right hand side of (4.15) is a constant function of 𝑋. By (4.11), (4.12), the trace inequality (4.5) applied on 𝐷𝐹 , 
we obtain‖‖‖𝐜+0𝐿‖‖‖𝐿2(𝑇−)

≤ ‖‖‖𝐜+0 ‖‖‖𝐿2(𝑇−)
‖𝐿‖

𝐿2(𝑇−) ≲ ℎ
2|𝜎̂(𝝓−

𝑇
)(𝐹 )|

≲ ℎ2|𝐷𝐹 |−1∕2 ‖‖‖𝜎̂(𝝓−
𝑇
)‖‖‖𝐿2(𝐷𝐹 )

≲ ℎ2|𝐷𝐸|−1∕2 ‖‖‖𝜎̂(𝝓−
𝑇
)‖‖‖𝐿2(𝐷𝐸)

.
(4.16)

In the last inequality, we used the assumption |𝐷𝐹 | ≥ |𝐷𝐸|∕2. Note that | △𝐴1𝐷𝐸| ≥ ℎ2∕8, then applying the standard trace and inverse inequalities 
on △𝐴1𝐷𝐸 we have
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Fig. 5. An illustration of a fictitious triangular element of Case (c).

‖‖‖𝐜+0𝐿‖‖‖𝐿2(𝑇−)
≲ ℎ2ℎ−1

‖‖‖𝜎̂(𝝓−
𝑇
)‖‖‖𝐿2(△𝐴1𝐷𝐸)

≲ ℎ
‖‖‖∇𝝓−

𝑇

‖‖‖𝐿2(△𝐴1𝐷𝐸)
≲
‖‖‖𝝓−

𝑇

‖‖‖𝐿2(𝑇−)
≤ ‖‖𝝓𝑇 ‖‖𝐿2(𝑇 ) . (4.17)

This proves the Case (𝑎). The proof of Case (𝑏) is similar to Case (𝑎) with the fact that | △𝐴3𝐷𝐸| ≥ ℎ2∕8 and |𝐷𝐸| ≥√
2ℎ∕2.

For Case (𝑐), note that |𝐷𝐸| can be arbitrarily small; hence, we apply the idea of the fictitious element stated in [49]. The fictitious element is 
only used for proof but not in the actual computation. Let 𝑂 be the barycenter of △𝐴1𝐴2𝐴3, then we define the homothetic transformation of 𝑇
with respect to 𝑂 to be 𝑇𝜆 denoted by △𝐴𝜆1𝐴

𝜆
2𝐴

𝜆
3 which satisfies 𝑇𝜆 = {𝑋 ∈ℝ2 ∶ ∃𝑌 ∈ 𝑇 s.t. ⃖⃖⃖⃖⃖⃖⃗𝑂𝑋 = 𝜆⃖⃖⃖⃖⃖⃗𝑂𝑌 }. The line 𝐷𝐸 intersects 𝑇𝜆 with 𝐷𝜆 and 𝐸𝜆. 

We also denote 𝐷′ and 𝐸′ to be the homothetic pre-image of 𝐷𝜆 and 𝐸𝜆. See Fig. 5 for an illustration. Then we can prove for the one piece 𝑇 + by 
norm equivalence (4.1) and (4.2):

‖‖‖∇𝝓+
𝑇

‖‖‖𝐿2(𝑇+)
≤ ‖‖‖∇𝝓+

𝑇

‖‖‖𝐿2(𝑇 )
≲ ℎ−1

‖‖‖𝝓+
𝑇

‖‖‖𝐿2(𝑇 )
≲ ℎ−1

‖‖‖𝝓+
𝑇

‖‖‖𝐿2(𝑇+)
. (4.18)

For the other piece, we have‖‖‖∇𝝓−
𝑇

‖‖‖𝐿2(𝑇−)
≤‖‖‖∇𝝓−

𝑇

‖‖‖𝐿2(𝑇 )
≲ ℎ−1

‖‖‖𝝓−
𝑇

‖‖‖𝐿2(𝑇 )
= ℎ−1

(‖‖‖𝝓−
𝑇

‖‖‖𝐿2(𝑇−)
+ ‖‖‖𝝓−

𝑇

‖‖‖𝐿2(𝑇+)

)
≲ ℎ−1

(‖‖𝝓𝑇 ‖‖𝐿2(𝑇 ) +
‖‖‖𝐜−0𝐿‖‖‖𝐿2(𝑇+)

)
.

(4.19)

Then, by (4.11), (4.12), and the trace inequality (4.5) applied on 𝐷𝜆𝐹 , we obtain:

‖‖‖𝐜−0𝐿‖‖‖𝐿2(𝑇+)
≲ ℎ2|𝜎̂(𝝓+

𝑇
)(𝐹 )| ≲ ℎ2|𝐷𝜆𝐸𝜆|−1∕2 ‖‖‖𝜎̂(𝝓+

𝑇
)‖‖‖𝐿2(𝐷𝜆𝐸𝜆)

. (4.20)

Here we used the assumption |𝐷𝜆𝐹 | ≥ 1∕2|𝐷𝜆𝐸𝜆|. Let 𝑀𝜆 be the midpoint of 𝐴𝜆2𝐴
𝜆
3 and note that | △𝐷𝜆𝑀𝜆𝐸𝜆| ≥ 1∕9(𝜆 −1)2ℎ2. We then take a fixed 

value 𝜆 > 1, apply the standard trace inequality, inverse inequality on △𝐷𝜆𝐸𝜆𝑀𝜆, and note that 𝐷′𝐸′𝐴2𝐴3 is the homothetic subset of 𝐷𝜆𝐸𝜆𝐴𝜆2𝐴
𝜆
3

to get: ‖‖‖𝐜−0𝐿‖‖‖𝐿2(𝑇+)
≲ℎ

‖‖‖𝜎̂(𝝓+
𝑇
)‖‖‖𝐿2(△𝐷𝜆𝐸𝜆𝑀𝜆)

≲ ℎ
‖‖‖∇𝝓+

𝑇

‖‖‖𝐿2(△𝐷𝜆𝐸𝜆𝑀𝜆)
≲
‖‖‖𝝓+

𝑇

‖‖‖𝐿2(△𝐷𝜆𝐸𝜆𝑀𝜆)

≲
‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝐷𝜆𝐸𝜆𝐴𝜆2𝐴3𝜆)
≲
‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝐷′𝐸′𝐴2𝐴3)
≤ ‖‖‖𝝓+

𝑇

‖‖‖𝐿2(𝑇+)
≤ ‖‖𝝓𝑇 ‖‖𝐿2(𝑇 ) .

(4.21)

Here we used Lemma 2.2 of [46] again. This finishes the proof of Case (𝑐) of triangular interface elements.

For rectangular elements, Case (𝑒) and Case (𝑓 ) are proved in a similar procedure with (a) and (b). For Case (𝑑), we decompose □𝐴1𝐴2𝐴3𝐴4
into △𝐴1𝐴2𝐴4 and △𝐴2𝐴3𝐴4, then repeat the argument as in triangular elements on △𝐴1𝐴2𝐴4 and use the standard inverse inequality on 
△𝐴2𝐴3𝐴4. □

Remark 4.1. The proof of triangular elements in Lemma 4.1 and Theorem 4.1 is based on equilateral right triangle element shape in the proof. The 
results hold valid for general triangular elements by the standard affine mapping.

Recall the following coercivity and continuity results for 𝑎ℎ(⋅, ⋅) which have been proved in [18]:

⦀⦀𝐯ℎ⦀⦀2ℎ ≲ 𝑎ℎ(𝐯ℎ,𝐯ℎ) ≲ ⦀⦀𝐯ℎ⦀⦀2ℎ, ∀𝐯ℎ ∈ 𝐒ℎ. (4.22)

The following relationship between the energy norm and the 𝐿2 norm is established.

Lemma 4.3. The following inequality holds:

‖𝐮‖𝐿2(Ω) ≲ ⦀𝐮⦀ℎ, ∀𝐮 ∈𝐕ℎ. (4.23)
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Proof. Applying Poincaré-Friedrichs’ inequality for piecewise 𝐻1 space [3], Korn’s inequality for piecewise 𝐻1 space [4] and definition of ⦀⋅⦀ℎ, 
for any function 𝐮 ∈𝐕ℎ:

‖𝐮‖2
𝐿2(Ω) ≲ ‖∇𝐮‖2𝐿2(Ω) +

∑
𝑒∈̊ 𝑖

ℎ

∫
𝑒

‖ℎ−1∕2 �𝐯�‖2𝑑𝑠 ≲ ‖𝜖(𝐮)‖2
𝐿2(Ω) +

∑
𝑒∈̊ 𝑖

ℎ

∫
𝑒

‖ℎ−1∕2 �𝐯�‖2𝑑𝑠 ≲ ⦀𝐮⦀2ℎ. □ (4.24)

For each element 𝑇 ∈ ℎ, we define the patch 𝜔𝑇 = ∪ 
{
𝑇 ′ ∈ ℎ ∶ 𝑇 ′ ∩ 𝑇 ≠ ∅

}
. The following the patch assumption [22,18] holds true: for every 

interface element 𝑇 ∈  𝑖
ℎ

and an interface edge 𝑒 of 𝑇 , each sub-edge 𝑒𝑠 = 𝑒 ∩Ω𝑠, 𝑠 = +, −, there exists a triangle 𝐾𝑠
𝑒 ⊂Ω𝑠 ∩𝜔𝑇 such that 𝑒𝑠 is one of 

edges of this triangle such that

ℎ|𝑒𝑠| ≲ |𝐾𝑠
𝑒 | ≲ ℎ|𝑒𝑠|. (4.25)

This assumption will be used to prove the global trace inequality [18].

Lemma 4.4. Assume that the mesh ℎ satisfies the patch assumption. Then the following trace inequality holds:∑
𝑒∈̊ 𝑖

ℎ

‖‖‖{{ℎ1∕2𝜎(𝐮)𝐧𝑒}}‖‖‖𝐿2(𝑒)
≲ ‖𝐮‖𝐏𝐇2(Ω), ∀𝐮 ∈ 𝐏𝐇2(Ω). (4.26)

Proof. For each interface edge 𝑒 ∈  𝑖
ℎ
, we denote its segments 𝑒𝑠 = 𝑒 ∩ Ω𝑠, 𝑠 = +, −. Following the patch assumption (4.25), for each edge segment 

𝑒𝑠, there exists a triangle 𝐾𝑠
𝑒 ⊂ 𝜔𝑇 such that it satisfies |𝑒𝑠| ≲ ℎ−1|𝐾𝑠

𝑒 |. Then we use the standard trace inequality on 𝐾𝑠
𝑒 and obtain the following 

estimates:

‖ℎ1∕2𝜎(𝐮)𝐧𝑒‖𝐿2(𝑒) ≲ ℎ
1∕2(‖∇𝐮‖𝐿2(𝑒+) + ‖∇𝐮‖𝐿2(𝑒−))

≲ ℎ1∕2
∑
𝑠=+,−

(|𝑒𝑠|∕|𝐾𝑠
𝑒 |)1∕2 (‖∇𝐮‖𝐿2(𝐾𝑠𝑒 ) + ℎ‖∇2𝐮‖𝐿2(𝐾𝑠𝑒 ))

=
∑
𝑠=±

(‖∇𝐮‖𝐿2(𝐾𝑠𝑒 ) + ℎ‖∇2𝐮‖𝐿2(𝐾𝑠𝑒 )). (4.27)

Summing (4.27) over 𝑒 ∈ ̊ 𝑖
ℎ

we obtain:∑
𝑒∈̊ 𝑖

ℎ

‖‖‖{{ℎ1∕2𝜎(𝐮)𝐧𝑒}}‖‖‖𝐿2(𝑒)
≲
∑
𝑒∈̊ 𝑖

ℎ

∑
𝑠=+,−

(‖∇𝐮‖𝐿2(𝐾𝑠𝑒 ) + ℎ‖∇2𝐮‖𝐿2(𝐾𝑠𝑒 ))

≲
∑
𝑇∈ℎ

‖𝐮‖𝐏𝐇2(𝜔𝑇 )
≲ ‖𝐮‖𝐏𝐇2(Ω). □ (4.28)

4.2. Semi-discrete analysis

In this subsection, we present the error estimation for the semi-discrete scheme (3.4).

Theorem 4.2. Assume that 𝐮 ∈𝑊 2,∞(0, 𝐿; 𝐏𝐇2) is the exact solution of (1.1), and 𝝎0 ∈ 𝐏𝐇2(Ω). Let 𝐮ℎ be the solution of semi-discrete scheme (3.4), then 
the following estimate holds for any time 𝑡 ∈ [0, 𝐿]:

⦀⦀𝐮(𝑡) − 𝐮ℎ(𝑡)⦀⦀ℎ ≲ (1 + 𝑡)ℎ
(‖‖𝝎0‖‖𝐏𝐇2 + ‖𝐮‖

𝑊 2,∞(0,𝐿;𝐏𝐇2)

)
. (4.29)

Proof. We decompose the error function 𝐞ℎ(𝑡) = 𝐮(𝑡) − 𝐮ℎ(𝑡) = 𝝃ℎ(𝑡) + 𝜼ℎ(𝑡), where 𝝃ℎ(𝑡) = 𝐮(𝑡) −ℎ𝐮(𝑡) and 𝜼ℎ(𝑡) =ℎ𝐮(𝑡) − 𝐮ℎ(𝑡), where ℎ𝐮 is the 
elastic projection of 𝐮. The bound for 𝝃ℎ(𝑡) is a direct result from approximation property:

⦀⦀𝝃ℎ(𝑡)⦀⦀ℎ ≲ ℎ‖𝐮(𝑡)‖𝐏𝐇2 ≲ ℎ

⎛⎜⎜⎝‖‖𝐮0‖‖𝐏𝐇2 +

𝑡

∫
0

‖‖𝐮𝑡(𝑠)‖‖𝐏𝐇2 𝑑𝑠

⎞⎟⎟⎠≲ ℎ
(‖‖𝝎0‖‖𝐏𝐇2 + 𝑡‖‖𝐮𝑡‖‖𝐿∞(0,𝐿;𝐏𝐇2)

)
. (4.30)

To bound 𝜼ℎ(𝑡), we use (3.3a), (3.4a) and the definition of ℎ𝐮 to obtain

((𝐮− 𝐮ℎ)𝑡𝑡,𝐯ℎ) + 𝑎ℎ(𝜼ℎ(𝑡),𝐯ℎ) = 0. (4.31)

By the above decomposition we have

(𝜼ℎ,𝑡𝑡,𝐯ℎ) + 𝑎ℎ(𝜼ℎ(𝑡),𝐯ℎ) = −(𝝃ℎ,𝑡𝑡,𝐯ℎ). (4.32)

Choosing 𝐯ℎ = 𝜼ℎ,𝑡(𝑡), the bi-linearity of 𝑎ℎ(⋅, ⋅) and (⋅, ⋅), and Cauchy-Schwarz inequality yield

𝑑

𝑑𝑡
(‖‖𝜼ℎ,𝑡‖‖2 + 𝑎ℎ(𝜼ℎ,𝜼ℎ)) ≲ ‖‖𝝃ℎ,𝑡𝑡‖‖‖‖𝜼ℎ,𝑡‖‖ . (4.33)

This bound can be loosened as

𝑑

𝑑𝑡

(‖‖𝜼ℎ,𝑡‖‖2 + 𝑎ℎ(𝜼ℎ,𝜼ℎ)) ≲ ‖‖𝝃ℎ,𝑡𝑡‖‖(‖‖𝜼ℎ,𝑡‖‖+√
𝑎ℎ(𝜼ℎ,𝜼ℎ)

)
. (4.34)

Then the above inequality leads to
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𝑑

𝑑𝑡

(
(‖‖𝜼ℎ,𝑡‖‖2 + 𝑎ℎ(𝜼ℎ,𝜼ℎ))1∕2 ≲ ‖‖𝝃ℎ,𝑡𝑡‖‖ . (4.35)

Integrating (4.35) over [0, 𝑡], we have

(‖‖𝜼ℎ,𝑡‖‖2 + 𝑎ℎ(𝜼ℎ,𝜼ℎ))1∕2 ≲ (‖‖𝜼ℎ,𝑡(0)‖‖2 + 𝑎ℎ(𝜼ℎ(0),𝜼ℎ(0)))1∕2 +
𝑡

∫
0

‖‖𝝃ℎ,𝑡𝑡(𝑠)‖‖𝑑𝑠. (4.36)

Then by the continuity and coercivity of 𝑎ℎ(⋅, ⋅), we have

⦀⦀𝜼ℎ⦀⦀ℎ ≲ (‖‖𝜼ℎ,𝑡(0)‖‖2 + ⦀⦀𝜼ℎ(0)⦀⦀2ℎ)1∕2 + 𝑡‖‖𝝃ℎ,𝑡𝑡‖‖𝐿∞(0,𝐿;𝐿2) . (4.37)

Due to our choices of 𝜼ℎ,𝑡(0) and 𝜼ℎ(0), the first term on the right hand side is zero. By the commutativity of ℎ and the 𝑡 derivative, (3.7b), we 
obtain

⦀⦀𝜼ℎ⦀⦀ℎ ≲ 𝑡ℎ2 ‖𝐮‖𝑊 2,∞(0,𝐿;𝐏𝐇2) . (4.38)

Finally, we combine (4.30) and (4.38) to obtain (4.29). □

Remark 4.2. From (4.38), we can see that the elastic projection of initial condition is not the only choice. As long as the estimates of 𝜼ℎ,𝑡(0) and 
𝜼ℎ(0) have sufficient order of approximation, the above estimates would still hold. For example, we can take the interpolation 𝐮ℎ(0) = ℎ𝝎0 and 
𝐮ℎ,𝑡(0) = ℎ𝝎1. Then ⦀⦀𝜼ℎ(0)⦀⦀ℎ = ⦀⦀ℎ𝐮(0) − ℎ𝐮(0)⦀⦀ℎ ≲ ⦀⦀ℎ𝐮(0) − 𝐮(0)⦀⦀ℎ + ⦀⦀𝐮(0) − ℎ𝐮(0)⦀⦀ℎ, which has the desired approximating order ℎ. Similar 
results hold for ‖‖𝜼ℎ,𝑡(0)‖‖.

We then derive the error estimates for the semi-discrete scheme in the semi-𝐻1 and the 𝐿2 norms.

Theorem 4.3. Assume that 𝐮 ∈𝑊 1,∞(0, 𝐿; 𝐏𝐇2) is the exact solution of (1.1) and 𝝎0, 𝝎1 ∈ 𝐏𝐇2(Ω). Let 𝐮ℎ be the solution of semi-discrete problem (3.4), 
then the following estimate holds for any time 𝑡 ∈ [0, 𝐿]:

‖‖𝐮(𝑡) − 𝐮ℎ(𝑡)‖‖𝐿2(Ω) + ℎ|𝐮(𝑡) − 𝐮ℎ(𝑡)|𝐻1(ℎ) ≲ (1 + 𝑡)ℎ2
(‖‖𝝎0‖‖𝐏𝐇2 + ‖‖𝝎1‖‖𝐏𝐇2 + ‖𝐮‖

𝑊 1,∞(0,𝐿;𝐏𝐇2)

)
.

Proof. We use the decomposition of the error function again as follows

(𝜼ℎ,𝑡𝑡,𝐯ℎ) + 𝑎ℎ(𝜼ℎ(𝑡),𝐯ℎ) = −(𝝃ℎ,𝑡𝑡,𝐯ℎ). (4.39)

Integrating this equality from 0 to 𝑡 we obtain

(𝜼ℎ,𝑡,𝐯ℎ) + 𝑎ℎ
⎛⎜⎜⎝

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠,𝐯ℎ
⎞⎟⎟⎠ = −(𝝃ℎ,𝑡,𝐯ℎ) + (𝜼ℎ,𝑡(0),𝐯ℎ) + (𝝃ℎ,𝑡(0),𝐯ℎ). (4.40)

Choosing 𝐯ℎ = 𝜼ℎ and using the bi-linearity of 𝑎ℎ(⋅, ⋅), (⋅, ⋅) and Cauchy-Schwarz inequality, we have

𝑑

𝑑𝑡

⎛⎜⎜⎝‖‖𝜼ℎ‖‖2 + 𝑎ℎ
⎛⎜⎜⎝

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠,

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠
⎞⎟⎟⎠
⎞⎟⎟⎠ ≲ ‖‖𝝃ℎ,𝑡‖‖‖‖𝜼ℎ‖‖+ ‖‖𝜼ℎ,𝑡(0)‖‖‖‖𝜼ℎ‖‖+ ‖‖𝝃ℎ,𝑡(0)‖‖‖‖𝜼ℎ‖‖ . (4.41)

Note that 𝜼ℎ,𝑡(0) = 𝟎, then (4.41) can be written as

𝑑

𝑑𝑡

⎛⎜⎜⎝‖‖𝜼ℎ‖‖2 + 𝑎ℎ
⎛⎜⎜⎝

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠,

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠
⎞⎟⎟⎠
⎞⎟⎟⎠ ≲

(‖‖𝝃ℎ,𝑡‖‖+ ‖‖𝝃ℎ,𝑡(0)‖‖)‖‖𝜼ℎ‖‖ . (4.42)

Similar to the proof of Theorem 4.2, we loose (4.42) as

𝑑

𝑑𝑡

⎛⎜⎜⎝‖‖𝜼ℎ‖‖2 + 𝑎ℎ
⎛⎜⎜⎝

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠,

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠
⎞⎟⎟⎠
⎞⎟⎟⎠

≲
(‖‖𝝃ℎ,𝑡‖‖+ ‖‖𝝃ℎ,𝑡(0)‖‖)⎛⎜⎜⎜⎝

‖‖𝜼ℎ‖‖+ ⎛⎜⎜⎝𝑎ℎ
⎛⎜⎜⎝

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠,

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠
⎞⎟⎟⎠
⎞⎟⎟⎠
1∕2⎞⎟⎟⎟⎠ .

(4.43)

This leads to

𝑑

𝑑𝑡

⎛⎜⎜⎝‖‖𝜼ℎ‖‖2 + 𝑎ℎ
⎛⎜⎜⎝

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠,

𝑡

∫
0

𝜼ℎ(𝑠)𝑑𝑠
⎞⎟⎟⎠
⎞⎟⎟⎠
1∕2

≲
(‖‖𝝃ℎ,𝑡‖‖+ ‖‖𝝃ℎ,𝑡(0)‖‖) . (4.44)

Integrate (4.44) from 0 to 𝑡, we have

⎛⎜⎜⎝‖‖𝜼ℎ‖‖2 + 𝑎ℎ
⎛⎜⎜⎝

𝑡

∫ 𝜼ℎ(𝑠)𝑑𝑠,

𝑡

∫ 𝜼ℎ(𝑠)𝑑𝑠
⎞⎟⎟⎠
⎞⎟⎟⎠
1∕2

≲

𝑡

∫ ‖‖𝝃ℎ,𝑡(𝑠)‖‖𝑑𝑠+ ‖‖𝝃ℎ,𝑡(0)‖‖ 𝑡. (4.45)
0 0 0
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Using the positivity 𝑎ℎ(⋅, ⋅) and the approximation property of ℎ, we have

‖‖𝜼ℎ‖‖ ≲ 𝑡‖‖𝝃ℎ,𝑡‖‖𝐿∞(0,𝐿;𝐿2) ≲ 𝑡ℎ
2(‖𝐮‖

𝑊 1,∞(0,𝐿;𝐏𝐇2) + ‖‖𝝎1‖‖𝐏𝐇2 ). (4.46)

Similarly with the energy norm, we have the estimate for 𝝃ℎ

‖‖𝝃ℎ‖‖ ≲ ℎ2 ‖𝐮(𝑡)‖𝐏𝐇2 ≲ ℎ2
⎛⎜⎜⎝‖‖𝐮0‖‖𝐏𝐇2 +

𝑡

∫
0

‖‖𝐮𝑡(𝑠)‖‖𝐏𝐇2 𝑑𝑠

⎞⎟⎟⎠≲ ℎ2
(‖‖𝝎0‖‖𝐏𝐇2 + 𝑡‖‖𝐮𝑡‖‖𝐿∞(0,𝐿;𝐏𝐇2)

)
. (4.47)

Then we obtain the estimate in the 𝐿2 norm using the triangle inequality. For the error bound in semi-𝐻1 norm, note that 𝜼ℎ ∈ 𝐒ℎ. Applying the 
inverse estimate in Theorem 4.1, we have ℎ∑𝑇∈ℎ |𝜼ℎ|𝐻1(𝑇 ) ≲

‖‖𝜼ℎ‖‖. Then the semi-𝐻1 norm estimate is obtained by combining the above results 
with the approximation property of the elastic projection stated in Theorem 3.1. □

4.3. Fully discrete analysis

In this subsection, we provide the error analysis for the fully discrete scheme (3.10). We first derive the stability for our scheme. For simplicity, 
we let 𝐟 = 𝟎 in the analysis below.

Theorem 4.4 (Stability). The fully discrete scheme (3.10) is unconditionally stable and satisfies the following stability result for 𝑀 ≥ 1:

‖‖‖𝐮𝑀+1
ℎ

− 𝐮𝑀
ℎ

‖‖‖2
𝜏2

+ ⦀⦀⦀𝐮𝑀+1∕2
ℎ

⦀⦀⦀2ℎ ≲
‖‖‖𝐮1ℎ − 𝐮0

ℎ

‖‖‖2
𝜏2

+ ⦀⦀⦀𝐮1∕2ℎ

⦀⦀⦀2ℎ. (4.48)

Proof. In (3.10), we let 𝐯ℎ = 𝐮𝑛+1
ℎ

− 𝐮𝑛−1
ℎ

, then

(𝐮𝑛+1
ℎ

− 𝐮𝑛
ℎ
− (𝐮𝑛

ℎ
− 𝐮𝑛−1

ℎ
),𝐮𝑛+1

ℎ
− 𝐮𝑛

ℎ
+ (𝐮𝑛

ℎ
− 𝐮𝑛−1

ℎ
))

+ 𝜏
2

4
𝑎ℎ(𝐮𝑛+1ℎ

+ 𝐮𝑛
ℎ
+ 𝐮𝑛

ℎ
+ 𝐮𝑛−1

ℎ
,𝐮𝑛+1
ℎ

+ 𝐮𝑛
ℎ
− (𝐮𝑛

ℎ
+ 𝐮𝑛−1

ℎ
)) = 0.

(4.49)

By the symmetry and bi-linearity of (⋅, ⋅) and 𝑎ℎ(⋅, ⋅) we have

‖‖‖𝐮𝑛+1ℎ
− 𝐮𝑛

ℎ

‖‖‖2 − ‖‖‖𝐮𝑛ℎ − 𝐮𝑛−1
ℎ

‖‖‖2 + 𝜏2𝑎ℎ(𝐮𝑛+1∕2ℎ
,𝐮𝑛+1∕2
ℎ

) − 𝜏2𝑎ℎ(𝐮
𝑛−1∕2
ℎ

,𝐮𝑛−1∕2
ℎ

) = 0. (4.50)

The following recursive relation holds

‖‖‖𝐮𝑛+1ℎ
− 𝐮𝑛

ℎ

‖‖‖2 + 𝜏2𝑎ℎ(𝐮𝑛+1∕2ℎ
,𝐮𝑛+1∕2
ℎ

) = ‖‖‖𝐮𝑛ℎ − 𝐮𝑛−1
ℎ

‖‖‖2 + 𝜏2𝑎ℎ(𝐮𝑛−1∕2ℎ
,𝐮𝑛−1∕2
ℎ

). (4.51)

Summing (4.51)over 𝑛 = 1, 2, ⋯ , 𝑀 , we have

‖‖‖𝐮𝑀+1
ℎ

− 𝐮𝑀
ℎ

‖‖‖2 + 𝜏2𝑎ℎ(𝐮𝑀+1∕2
ℎ

,𝐮𝑀+1∕2
ℎ

) = ‖‖‖𝐮1ℎ − 𝐮0
ℎ

‖‖‖2 + 𝜏2𝑎ℎ(𝐮1∕2ℎ
,𝐮1∕2
ℎ

). (4.52)

By the continuity and coercivity of 𝑎ℎ(⋅, ⋅), we obtain

‖‖‖𝐮𝑀+1
ℎ

− 𝐮𝑀
ℎ

‖‖‖2 + 𝜏2⦀⦀⦀𝐮𝑀+1∕2
ℎ

⦀⦀⦀2ℎ ≲ ‖‖‖𝐮1ℎ − 𝐮0
ℎ

‖‖‖2 + 𝜏2⦀⦀⦀𝐮1∕2ℎ

⦀⦀⦀2ℎ. (4.53)

This completes the proof of the stability. □

Now we derive an error estimate for the fully discrete scheme. Similar to semi-discrete analysis, we decompose the error 𝐞𝑛
ℎ
= 𝐮𝑛 −𝐮𝑛

ℎ
into 𝝃𝑛

ℎ
+𝜼𝑛

ℎ
. 

In the following lemma, we first estimate the one-step approximation 𝐮1
ℎ

and use it to discuss the impact of the approximations of initial conditions.

Lemma 4.5. Assume that 𝐮 is the exact solution of (1.1) and satisfies 𝐮𝑡𝑡𝑡 ∈ 𝐋∞(0, 𝐿; 𝐏𝐇2(Ω)). Then the following estimate for 𝐮1
ℎ

holds

‖‖‖𝜼1ℎ‖‖‖ ≲ ⦀⦀⦀𝜼1ℎ⦀⦀⦀ℎ ≲ 𝜏3‖𝐮𝑡𝑡𝑡‖𝐋∞(0,𝐿;𝐏𝐇2(Ω)). (4.54)

Proof. By the coercivity of 𝑎ℎ(⋅, ⋅), the definition of ℎ and 𝐮1
ℎ
, we have:

⦀⦀⦀𝜼1ℎ⦀⦀⦀2ℎ ≲ 𝑎ℎ(𝜼1ℎ,𝜼1ℎ) = 𝑎ℎ(ℎ𝐮1 − 𝐮1
ℎ
,𝜼1
ℎ
) = 𝑎ℎ(ℎ𝐮1 −ℎ𝐮1,∗,𝜼1ℎ) = 𝑎ℎ(𝐮

1 − 𝐮1,∗,𝜼1
ℎ
). (4.55)

Recall that 𝐮1,∗ = 𝝎0 + 𝜏𝝎1 +
𝜏2

2 𝒖𝑡𝑡(𝐱, 0) is an approximation of 𝐮1. Using the continuity of 𝑎ℎ(⋅, ⋅), we have

𝑎ℎ(𝐮1 − 𝐮1,∗,𝜼1
ℎ
) ≲ ⦀⦀⦀𝐮1 − 𝐮1,∗⦀⦀⦀ℎ⦀⦀⦀𝜼1ℎ⦀⦀⦀ℎ.

Thus,

⦀⦀⦀𝜼1ℎ⦀⦀⦀ℎ ≲ ⦀⦀⦀𝐮1 − 𝐮1,∗⦀⦀⦀ℎ. (4.56)

Using Lemma 4.4 to bound the right hand side of the above inequality, we have
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⦀⦀⦀𝐮1 − 𝐮1,∗⦀⦀⦀2ℎ = ∑
𝑇∈ℎ ∫𝑇

2𝜇‖𝜖(𝐮1 − 𝐮1,∗)‖2𝑑𝐱 + ∑
𝑇∈ℎ ∫𝑇

𝜆‖∇ ⋅ (𝐮1 − 𝐮1,∗)‖2𝑑𝐱 + ∑
𝑒∈̊ 𝑖

ℎ

𝜌−1 ∫
𝑒

‖ℎ1∕2 {{𝜎(𝐮1 − 𝐮1,∗)𝐧𝑒
}}‖2𝑑𝑠

≲‖𝐮1 − 𝐮1,∗‖2
𝐏𝐇2(Ω)

.

(4.57)

Then we obtain the estimate using Taylor Theorem:

⦀⦀⦀𝜼1ℎ⦀⦀⦀ℎ ≲ ⦀⦀⦀𝐮1 − 𝐮1,∗⦀⦀⦀ℎ ≲ ‖𝐮1 − 𝐮1,∗‖𝐏𝐇2(Ω) =
‖‖‖‖‖‖‖

𝜏

∫
0

𝐮1𝑡𝑡𝑡(𝑠)
(𝑠− 𝜏)2

2
𝑑𝑠

‖‖‖‖‖‖‖𝐏𝐇2(Ω)

≲ 𝜏3‖𝐮𝑡𝑡𝑡‖𝐋∞(0,𝐿;𝐏𝐇2(Ω)).

(4.58)

The estimate for ‖⋅‖𝐿2 holds thanks to Lemma 4.3 and 𝜼1
ℎ
∈ 𝐒ℎ(Ω). □

Lemma 4.6. Assume that 𝐮(⋅, 𝑡) ∈ 𝐏𝐇2(Ω) is the exact solution of (1.1) and satisfies the regularity condition 𝐮𝑡𝑡𝑡𝑡 ∈𝐿∞(0, 𝐿; 𝐏𝐇2). Then the following estimate 
holds for 0 ≤ 𝑛 ≤𝑀 − 1:‖‖‖𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛

‖‖‖ ≲ 𝜏2 ‖‖𝐮𝑡𝑡𝑡𝑡‖‖𝐿∞(0,𝐿;𝐏𝐇2) . (4.59)

Proof. We can write ‖‖‖𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛
‖‖‖ as follows

‖‖‖𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛
‖‖‖2 = ‖‖‖‖‖𝐮

𝑛+1
𝑡𝑡 + 2𝐮𝑛𝑡𝑡 + 𝐮𝑛−1𝑡𝑡

4
− 𝐮𝑛+1 − 2𝐮𝑛 + 𝐮𝑛−1

𝜏2

‖‖‖‖‖
2

. (4.60)

The first term can be expanded using Taylor Theorem

𝐮𝑛+1𝑡𝑡 + 2𝐮𝑛𝑡𝑡 + 2𝐮𝑛−1𝑡𝑡

4
= 𝐮𝑛𝑡𝑡 +

𝑡𝑛+1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛+1 − 𝑠)𝑑𝑠+
𝑡𝑛−1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛−1 − 𝑠)𝑑𝑠. (4.61)

Similarly, we expand the second term into

𝐮𝑛+1 − 2𝐮𝑛 + 𝐮𝑛−1
𝜏2

= 𝐮𝑛𝑡𝑡 +
1
6𝜏2

𝑡𝑛+1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛+1 − 𝑠)3𝑑𝑠+
1
6𝜏2

𝑡𝑛−1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛−1 − 𝑠)3𝑑𝑠. (4.62)

We bound the remaining terms separately using Cauchy-Schwarz inequality and Fubini’s Theorem:

‖‖‖‖‖‖‖‖
𝑡𝑛+1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛+1 − 𝑠)𝑑𝑠+
𝑡𝑛−1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛−1 − 𝑠)𝑑𝑠

‖‖‖‖‖‖‖‖
2

≲𝜏3

‖‖‖‖‖‖‖‖‖
⎛⎜⎜⎜⎝
𝑡𝑛+1

∫
𝑡𝑛

|𝐮𝑡𝑡𝑡𝑡(𝑠)|2𝑑𝑠⎞⎟⎟⎟⎠
1∕2

+
⎛⎜⎜⎜⎝
𝑡𝑛−1

∫
𝑡𝑛

|𝐮𝑡𝑡𝑡𝑡(𝑠)|2𝑑𝑠⎞⎟⎟⎟⎠
1∕2‖‖‖‖‖‖‖‖‖

2

≲𝜏3

𝑡𝑛+1

∫
𝑡𝑛−1

‖‖𝐮𝑡𝑡𝑡𝑡(𝑠)‖‖2 𝑑𝑠 ≲ 𝜏4 ‖‖𝐮𝑡𝑡𝑡𝑡‖‖2𝐿∞(0,𝐿;𝐏𝐇2) .

(4.63)

Similarly for the other two terms, we have

‖‖‖‖‖‖‖‖
1
𝜏2

𝑡𝑛+1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛+1 − 𝑠)3𝑑𝑠+
1
𝜏2

𝑡𝑛−1

∫
𝑡𝑛

𝐮𝑡𝑡𝑡𝑡(𝑠)(𝑡𝑛−1 − 𝑠)3𝑑𝑠

‖‖‖‖‖‖‖‖
2

≲𝜏3

‖‖‖‖‖‖‖‖‖
⎛⎜⎜⎜⎝
𝑡𝑛+1

∫
𝑡𝑛

|𝐮𝑡𝑡𝑡𝑡(𝑠)|2𝑑𝑠⎞⎟⎟⎟⎠
1∕2

+
⎛⎜⎜⎜⎝
𝑡𝑛−1

∫
𝑡𝑛

|𝐮𝑡𝑡𝑡𝑡(𝑠)|2𝑑𝑠⎞⎟⎟⎟⎠
1∕2‖‖‖‖‖‖‖‖‖

2

≲𝜏3

𝑡𝑛+1

∫
𝑡𝑛−1

‖‖𝐮𝑡𝑡𝑡𝑡(𝑠)‖‖2 𝑑𝑠 ≲ 𝜏4 ‖‖𝐮𝑡𝑡𝑡𝑡‖‖2𝐿∞(0,𝐿;𝐏𝐇2) . □

(4.64)

Now we are ready to derive the error estimates in energy norm for the fully discrete scheme (3.10).

Theorem 4.5. Assume that 𝐮 ∈𝑊 4,∞(0, 𝐿; 𝐏𝐇2) is the exact solution of (1.1), and 𝐮ℎ is the solution of fully discrete problem (3.10). Then the following 
estimate holds for 0 ≤ 𝑛 ≤𝑀 − 1:
103



Y. Chen, S. Hou and X. Zhang Computers and Mathematics with Applications 147 (2023) 92–110
⦀⦀⦀𝐮𝑛+1∕2 − 𝐮𝑛+1∕2
ℎ

⦀⦀⦀ℎ ≲ (𝐿+ 1)
(
𝜏2 + ℎ

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.65)

Proof. We evaluate the weak form (3.3a) at 𝑡𝑛−1, 𝑡𝑛, 𝑡𝑛+1. By the bi-linearity of 𝑎ℎ(⋅, ⋅) and (⋅, ⋅), we have for every 𝐯ℎ ∈ 𝐒ℎ:

(𝐮𝑛,1∕4𝑡𝑡 ,𝐯ℎ) + 𝑎ℎ(𝐮𝑛,1∕4,𝐯ℎ) =𝐿𝐟𝑛,1∕4 (𝐯ℎ). (4.66)

Combining (4.66) and (3.10a), we have

(𝜕𝑡𝑡𝐮𝑛ℎ − 𝐮𝑛,1∕4𝑡𝑡 ,𝐯ℎ) + 𝑎ℎ((𝐮ℎ − 𝐮)𝑛,1∕4,𝐯ℎ) = 0. (4.67)

With the definition of ℎ, (4.67) can be decomposed into

(𝜕𝑡𝑡𝜼𝑛ℎ,𝐯ℎ) + 𝑎ℎ(𝜼
𝑛,1∕4
ℎ

,𝐯ℎ) = −(𝜕𝑡𝑡𝝃𝑛ℎ,𝐯ℎ) − (𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛,𝐯ℎ). (4.68)

Then we take 𝐯ℎ = 𝜕𝑡𝜼𝑛ℎ, which can be written as

𝜕𝑡𝜼
𝑛
ℎ
=

𝜼𝑛+1
ℎ

− 𝜼𝑛−1
ℎ

2𝜏
=

𝜼
𝑛+1∕2
ℎ

− 𝜼
𝑛−1∕2
ℎ

𝜏
=
𝜕𝑡𝜼

𝑛+1∕2
ℎ

+ 𝜕𝑡𝜼
𝑛−1∕2
ℎ

2
. (4.69)

Also for any vector function 𝐰, we have

𝜕𝑡𝑡𝐰𝑛 =
𝜕𝑡𝐰𝑛+1∕2 − 𝜕𝑡𝐰𝑛−1∕2

𝜏
, 𝐰𝑛,1∕4 = 𝐰𝑛+1∕2 +𝐰𝑛−1∕2

2
. (4.70)

By Cauchy-Schwarz inequality, we obtain the following from (4.68):

1
2𝜏

(𝜕𝑡𝜼
𝑛+1∕2
ℎ

− 𝜕𝑡𝜼
𝑛−1∕2
ℎ

, 𝜕𝑡𝜼
𝑛+1∕2
ℎ

+ 𝜕𝑡𝜼
𝑛−1∕2
ℎ

) + 1
2𝜏
𝑎ℎ(𝜼

𝑛+1∕2
ℎ

+ 𝜼
𝑛−1∕2
ℎ

,𝜼
𝑛+1∕2
ℎ

− 𝜼
𝑛−1∕2
ℎ

)

≤ 1
2

(‖‖‖𝜕𝑡𝑡𝝃𝑛ℎ‖‖‖+ ‖‖‖𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛
‖‖‖)(‖‖‖𝜕𝑡𝜼𝑛+1∕2ℎ

‖‖‖+ ‖‖‖𝜕𝑡𝜼𝑛−1∕2ℎ

‖‖‖) . (4.71)

By the bilinearity and the symmetry of 𝑎ℎ(⋅, ⋅) and (⋅, ⋅), we have:(‖‖‖𝜕𝑡𝜼𝑛+1∕2ℎ

‖‖‖2 − ‖‖‖𝜕𝑡𝜼𝑛−1∕2ℎ

‖‖‖2
)
+ 𝑎ℎ(𝜼

𝑛+1∕2
ℎ

,𝜼
𝑛+1∕2
ℎ

) − 𝑎ℎ(𝜼
𝑛−1∕2
ℎ

,𝜼
𝑛−1∕2
ℎ

)

≤𝜏 (‖‖‖𝜕𝑡𝑡𝝃𝑛ℎ‖‖‖+ ‖‖‖𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛
‖‖‖)(‖‖‖𝜕𝑡𝜼𝑛+1∕2ℎ

‖‖‖+ ‖‖‖𝜕𝑡𝜼𝑛−1∕2ℎ

‖‖‖) .
(4.72)

Denote 𝑄1 =
‖‖‖𝜕𝑡𝑡𝝃𝑛ℎ‖‖‖ and 𝑄2 =

‖‖‖𝐮𝑛,1∕4𝑡𝑡 − 𝜕𝑡𝑡𝐮𝑛
‖‖‖. For 𝑄1 we have the following estimate using Taylor expansion

‖‖‖𝜕𝑡𝑡𝝃𝑛ℎ‖‖‖ =‖‖‖‖‖‖
𝝃𝑛−1
ℎ

− 2𝝃𝑛
ℎ
+ 𝝃𝑛+1

ℎ

𝜏2

‖‖‖‖‖‖
=

‖‖‖‖‖‖‖‖
1
𝜏2

⎛⎜⎜⎜⎝
𝑡𝑛+1

∫
𝑡𝑛

𝝃𝑡𝑡,ℎ(𝑠)(𝑡𝑛+1 − 𝑠)𝑑𝑠+

𝑡𝑛−1

∫
𝑡𝑛

𝝃𝑡𝑡,ℎ(𝑠)(𝑡𝑛−1 − 𝑠)𝑑𝑠
⎞⎟⎟⎟⎠
‖‖‖‖‖‖‖‖

≲

‖‖‖‖‖‖‖‖‖
1
𝜏1∕2

⎡⎢⎢⎢⎣
⎛⎜⎜⎜⎝
𝑡𝑛+1

∫
𝑡𝑛

|𝝃𝑡𝑡,ℎ(𝑠)|2𝑑𝑠⎞⎟⎟⎟⎠
1∕2

+
⎛⎜⎜⎜⎝

𝑡𝑛

∫
𝑡𝑛−1

|𝝃𝑡𝑡,ℎ(𝑠)|2𝑑𝑠⎞⎟⎟⎟⎠
1∕2⎤⎥⎥⎥⎦

‖‖‖‖‖‖‖‖‖
≲

⎛⎜⎜⎜⎝
1
𝜏

𝑡𝑛+1

∫
𝑡𝑛−1

‖‖𝝃𝑡𝑡,ℎ(𝑠)‖‖2 𝑑𝑠⎞⎟⎟⎟⎠
1∕2

.

(4.73)

The approximation capability of ℎ𝐮𝑡𝑡 yields

𝑄1 ≲ ‖‖𝝃𝑡𝑡,ℎ‖‖𝐿∞(0,𝐿;𝐿2) ≲ ℎ
2 ‖‖𝐮𝑡𝑡‖‖𝐿∞(0,𝐿;𝐏𝐇2) . (4.74)

We next bound 𝑄2 using Lemma 4.6:

𝑄2 ≲ 𝜏
2 ‖‖𝐮𝑡𝑡𝑡𝑡‖‖𝐿∞(0,𝐿;𝐏𝐇2) . (4.75)

Combining the above estimates and summing (4.72) from 1 to 𝑀 , we get

‖‖‖𝜕𝑡𝜼𝑀+1∕2
ℎ

‖‖‖2 + ⦀⦀⦀𝜼𝑀+1∕2
ℎ

⦀⦀⦀2ℎ ≲𝜏 (𝜏2 + ℎ2)‖𝐮‖𝑊 4,∞(0,𝐿;𝐏𝐇2)

(
𝑀∑
𝑛=0

‖‖‖𝜕𝑡𝜼𝑛+1∕2ℎ

‖‖‖
)

+ ‖‖‖𝜕𝑡𝜼1∕2ℎ

‖‖‖2 + ⦀⦀⦀𝜼1∕2ℎ

⦀⦀⦀2ℎ. (4.76)

Denote 𝑄3 =
‖‖‖𝜕𝑡𝜼1∕2ℎ

‖‖‖2 and 𝑄4 =
⦀⦀⦀𝜼1∕2ℎ

⦀⦀⦀2ℎ. Then by Lemma 4.5 we obtain

𝑄3 =
1
𝜏2

‖‖‖𝜼1ℎ − 𝜼0
ℎ

‖‖‖2 ≤ 1
𝜏2

(‖‖‖𝜼1ℎ‖‖‖2 + ‖‖‖𝜼0ℎ‖‖‖2
)
≲ 𝜏4 ‖‖𝐮𝑡𝑡𝑡‖‖2𝐋∞(0,𝑇 ;𝐏𝐇2(Ω)) , (4.77)

𝑄4 =
1⦀⦀⦀𝜼1ℎ + 𝜼0

ℎ

⦀⦀⦀2ℎ ≤ 1
(⦀⦀⦀𝜼1ℎ⦀⦀⦀2ℎ + ⦀⦀⦀𝜼0ℎ⦀⦀⦀2ℎ

)
≲ 𝜏6 ‖‖𝐮𝑡𝑡𝑡‖‖2𝐋∞(0,𝑇 ;𝐏𝐇2(Ω)) . (4.78)
4 4
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Here we used 𝜼0
ℎ
= 𝟎, similar to semi-discrete analysis. We further denote the total energy error 𝑛

ℎ
:

𝑛
ℎ
= ‖‖‖𝜕𝑡𝜼𝑛+1∕2ℎ

‖‖‖+ ⦀⦀⦀𝜼𝑛+1∕2ℎ

⦀⦀⦀ℎ. (4.79)

With 𝛾 =
(
𝜏2 + ℎ2

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2), one can obtain from (4.76):

(𝑀
ℎ
)2 ≲ 𝜏𝛾

𝑀∑
𝑛=0

𝑛
ℎ
+ 𝛾2. (4.80)

By an analogous mathematical induction procedure as Theorem 5.3 of [20], we obtain for 𝑛 ≤𝑀 :

𝑛
ℎ
≲ 𝑛𝜏𝛾 + 𝛾. (4.81)

In summary, we have the following estimate:‖‖‖𝜕𝑡𝜼𝑀+1∕2
ℎ

‖‖‖+ ⦀⦀⦀𝜼𝑀+1∕2
ℎ

⦀⦀⦀ℎ ≲(𝐿+ 1)
(
𝜏2 + ℎ2

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.82)

With the approximation capability of operator ℎ , we have:⦀⦀⦀𝝃𝑀+1∕2
ℎ

⦀⦀⦀2ℎ ≲ ℎ2 ‖𝐮‖2𝐋∞(0,𝐿;𝐏𝐇2(Ω))
. (4.83)

Then by triangle inequality, we obtain⦀⦀⦀𝐮𝑀+1∕2 − 𝐮𝑀+1∕2
ℎ

⦀⦀⦀ℎ ≤ ⦀⦀⦀𝜼𝑀+1∕2
ℎ

⦀⦀⦀ℎ + ⦀⦀⦀𝝃𝑀+1∕2
ℎ

⦀⦀⦀ℎ ≲ (𝐿+ 1)
(
𝜏2 + ℎ

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . □ (4.84)

Remark 4.3. The analysis of the fully discrete scheme depends on the bound for 𝜼0
ℎ

and 𝜼1
ℎ

which depends on the choice of initial conditions. 
For 𝜼0

ℎ
, as mentioned in the Remark 4.2, we used the elastic projection to eliminate this error. However, similar to the semi-discrete scheme, any 

approximations that have appropriate error bounds also work. For 𝜼1
ℎ
, we notice from Lemma 4.5 that it depends on 𝐮1,∗, the approximation of 

𝐮1. Here we used a third order Taylor approximation to guarantee the convergence order. Again, any approximations that have appropriate error 
bounds could be taken.

Finally we derive the error estimate of the fully discrete scheme (3.10) in the semi-𝐻1 and the 𝐿2 norm.

Theorem 4.6. Let 𝐮 ∈𝑊 4,∞(0, 𝐿; 𝐏𝐇2) be the exact solution of (1.1). Let 𝐮𝑛
ℎ
, 𝑛 = 1, 2, ⋯ , 𝑀 be the solution of the fully discrete scheme (3.10). Then we 

have the following error bound: for 𝑛 = 0, 1, 2, ⋯ , 𝑀 ,‖‖‖𝐮𝑛ℎ − 𝐮𝑛‖‖‖𝐿2(Ω)
+ ℎ|𝐮𝑛

ℎ
− 𝐮𝑛|𝐻1(ℎ) ≲ (𝐿+ 1)

(
𝜏2 + ℎ2

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.85)

Proof. We first use Theorem 4.5 to obtain for 𝑛 = 0, 1, 2, ⋯ , 𝑀 − 1:

‖‖‖𝜼𝑛+1 − 𝜼𝑛
‖‖‖ = 𝜏 ‖‖‖‖‖𝜼

𝑛+1 − 𝜼𝑛

𝜏

‖‖‖‖‖ = 𝜏 ‖‖‖𝜕𝑡𝜼𝑛+1∕2‖‖‖ ≲ (𝐿+ 1)
(
𝜏2 + ℎ2

)
𝜏 ‖𝐮‖

𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.86)

Using Theorem 4.5 again and Lemma 4.3, we have for 𝑛 = 0, 1, 2, ⋯ , 𝑀 − 1:‖‖‖𝜼𝑛+1 + 𝜼𝑛
‖‖‖ = 2‖‖‖𝜼𝑛+1∕2‖‖‖ ≲ ⦀⦀⦀𝜼𝑛+1∕2⦀⦀⦀ℎ ≲ (𝐿+ 1)

(
𝜏2 + ℎ2

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.87)

Applying the triangle inequality for ‖‖‖𝜼𝑛+1‖‖‖𝐿2(Ω)
and ‖𝜼𝑛‖𝐿2(Ω), we obtain for 0 ≤ 𝑛 ≤𝑀 :

‖𝜼𝑛‖ ≲(𝐿+ 1)
(
𝜏2 + ℎ2

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.88)

Finally, combining the above estimate with the approximation property of ℎ , we have‖‖‖𝐮𝑛ℎ − 𝐮𝑛‖‖‖𝐿2(Ω)
≤‖𝜼𝑛‖+ ‖𝝃𝑛‖ ≲ (𝐿+ 1)

(
𝜏2 + ℎ2

)‖𝐮‖
𝑊 4,∞(0,𝐿;𝐏𝐇2) . (4.89)

This holds for 𝑛 = 0, 1, 2, ..., 𝑀 . The estimate for semi-𝐻1 norm is similar to the counterpart of Theorem 4.3. □

5. Numerical experiments

In this section, we test the scheme with several numerical examples to validate the theoretical results. For all testing examples, we set the 
computational domain Ω = [−1, 1] × [−1, 1]. We use the 𝑁 × 𝑁 rectangular meshes with mesh size ℎ = 2∕𝑁 and the bilinear IFE functions for 
approximations. The penalty parameter 𝜌 is set to be 200 in the partially penalized IFE scheme (3.10).

Example 1 (Accuracy test for an elliptical interface). In this example, we consider an elastic plate consisting of two materials with an elliptical 
interface defined by Γ = {(𝑥, 𝑦) ∈ Ω ∶ (𝑥 − 𝑥0)2 + 𝑘2(𝑦 − 𝑦0)2 = 𝑟20}. The domain Ω is separated by this interface into subdomains: Ω+ = {(𝑥, 𝑦) ∈ Ω ∶
(𝑥 − 𝑥0)2 + 𝑘2(𝑦 − 𝑦0)2 > 𝑟20} and Ω− = {(𝑥, 𝑦) ∈Ω ∶ (𝑥 − 𝑥0)2 + 𝑘2(𝑦 − 𝑦0)2 < 𝑟20}. The exact solution 𝐮(𝑥, 𝑦, 𝑡) = (𝑢1(𝑥, 𝑦, 𝑡), 𝑢2(𝑥, 𝑦, 𝑡)) is given by:

𝑢1(𝑥, 𝑦, 𝑡) = 𝑢2(𝑥, 𝑦, 𝑡) =

{
((𝑥− 𝑥0)2 + 𝑘2(𝑦− 𝑦0)2 − 𝑟20)𝑒

−𝑡∕𝜆−, on Ω−, 𝑡 ∈ [0,𝐿],

((𝑥− 𝑥 )2 + 𝑘2(𝑦− 𝑦 )2 − 𝑟2)𝑒−𝑡∕𝜆+, on Ω+, 𝑡 ∈ [0,𝐿].
(5.1)
0 0 0
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Table 1

Errors of IFE solution 𝑢1
ℎ

in Example 1 at the ending time 𝑡 = 1.

𝑁 ‖𝑢1
ℎ
− 𝑢1‖𝐿∞ order ‖𝑢1

ℎ
− 𝑢1‖𝐿2 order |𝑢1

ℎ
− 𝑢1|𝐻1 order

10 6.0729 × 10−3 1.5931 × 10−3 2.6490 × 10−2

20 1.4951 × 10−3 2.02 3.1828 × 10−4 2.32 1.0079 × 10−2 1.39

40 5.5554 × 10−4 1.43 8.7658 × 10−5 1.86 4.4691 × 10−3 1.17

80 1.6197 × 10−4 1.78 2.2762 × 10−5 1.95 1.9995 × 10−3 1.16

160 3.9072 × 10−5 2.05 5.7313 × 10−6 1.99 8.3509 × 10−4 1.26

320 1.0734 × 10−5 1.86 1.4442 × 10−6 1.99 3.9268 × 10−4 1.09

640 2.6959 × 10−6 1.99 3.6185 × 10−7 2.00 1.8569 × 10−4 1.08

Table 2

Errors of IFE solution 𝑢2
ℎ

in Example 1 at the ending time 𝑡 = 1.

𝑁 ‖𝑢2
ℎ
− 𝑢2‖

𝐿∞ order ‖𝑢2
ℎ
− 𝑢2‖

𝐿2 order |𝑢2
ℎ
− 𝑢2|

𝐻1 order

10 6.0982 × 10−3 1.4027 × 10−3 2.6297 × 10−2

20 1.6623 × 10−3 1.88 3.1218 × 10−4 2.17 1.0013 × 10−2 1.39

40 4.4028 × 10−4 1.92 1.0754 × 10−4 1.54 4.5320 × 10−3 1.14

80 1.4515 × 10−4 1.60 2.8036 × 10−5 1.94 1.9849 × 10−3 1.19

160 4.2339 × 10−5 1.78 7.0923 × 10−6 1.98 8.3318 × 10−4 1.25

320 1.0162 × 10−5 2.06 1.7317 × 10−6 2.03 3.8926 × 10−4 1.10

640 2.4121 × 10−6 2.07 4.2785 × 10−7 2.02 1.8568 × 10−4 1.07

The Lamé parameters are chosen to be 𝜆+ = 100, 𝜆− = 10, 𝜇+ = 10 and 𝜇− = 1. The parameters in the exact solution (5.1) are 𝑥0 = 0.2, 𝑦0 = 0, 𝑘 = 2.5, 
and 𝑟0 = 𝜋∕6.28.

We set the time step size 𝜏 = ℎ in our computation. In Tables 1 and 2, we list the errors of IFE solutions and the convergence rates for 𝑢1
ℎ

and 𝑢2
ℎ
, 

respectively. Here, the 𝐿∞ norm is computed as the maximum of the error among all finite element nodes. The contour plot for numerical solutions 
of Example 1 is shown in the left plot of Fig. 6.

Example 2 (Accuracy for more complicated interface shapes). In this example, we consider a more complicated star-shape interface. The level-set 
function of the interface is

𝜙(𝑥, 𝑦) = (𝑥2 + 𝑦2)[1 + 0.6 sin(6 arctan(𝑦∕𝑥))] − (𝜋∕6.28)4 ,

which splits the whole domain Ω into two sub-domains Ω+ = {(𝑥, 𝑦) ∈Ω ∶ 𝜙(𝑥, 𝑦) > 0} and Ω− = {(𝑥, 𝑦) ∈Ω ∶ 𝜙(𝑥, 𝑦) < 0}. We set the exact solution for 
this example to be

𝐮(𝑥, 𝑦, 𝑡) =

⎧⎪⎪⎨⎪⎪⎩

(
𝑢−1 (𝑥, 𝑦, 𝑡)
𝑢−2 (𝑥, 𝑦, 𝑡)

)
=

(
𝜙(𝑥,𝑦)
𝜆−

sin(𝑡)
𝜙(𝑥,𝑦)
𝜆−

sin(𝑡)

)
, on Ω−, 𝑡 ∈ [0,𝐿](

𝑢+1 (𝑥, 𝑦, 𝑡)
𝑢+2 (𝑥, 𝑦, 𝑡)

)
=

(
𝜙(𝑥,𝑦)
𝜆+

sin(𝑡)
𝜙(𝑥,𝑦)
𝜆+

sin(𝑡)

)
, on Ω+, 𝑡 ∈ [0,𝐿]

(5.2)

where the Lamé parameters are chosen to be 𝜆+ = 20, 𝜆− = 1, 𝜇+ = 200 and 𝜇− = 10.

We set the time step size to be 𝜏 = ℎ. Errors at the final time 𝑡 = 1 for 𝑢1 and 𝑢2 are reported in Tables 3 and 4, respectively. Optimal convergence 
rates for 𝐿2 and semi-𝐻1 norms are observed which validate our theoretical results. Additionally, we also computed the error in 𝐿∞ norm, which 
measures the largest difference of the numerical solution and the exact solution among all mesh points ℎ . The order of convergence is close to 
second order, which is considered optimal given the polynomial degree of the finite element spaces. The contour plot for numerical solutions of 
Example 2 is shown in the right plot of Fig. 6.

Example 3 (Long-time behavior). In this example, we investigate the long time behavior of our numerical scheme. In our analysis for the semi and fully 
discrete formulations, we obtain a bound of the numerical errors which is linear in time 𝐿. This means the numerical errors will grow at most linearly 
proportional to 𝐿. This conclusion is consistent to related studies of elastic wave problems using a Local Discontinuous Galerkin (LDG) method, such 
as [20]. In the following numerical example, we aim to explore the numerical behavior as the final time 𝐿 increases dramatically. We consider a 
line interface Γ = {(𝑥, 𝑦) ∈ Ω ∶ 𝑥 + 𝑦 − 𝑐 = 0}. The subdomains are defined to be Ω+ = {(𝑥, 𝑦) ∈ Ω ∶ 𝑥 + 𝑦 − 𝑐 > 0} and Ω− = {(𝑥, 𝑦) ∈ Ω ∶ 𝑥 + 𝑦 − 𝑐 < 0}. 
The exact solution 𝐮(𝑥, 𝑦, 𝑡) = (𝑢1(𝑥, 𝑦, 𝑡), 𝑢2(𝑥, 𝑦, 𝑡)) is given by:

𝐮(𝑥, 𝑦, 𝑡) =

⎧⎪⎪⎨⎪⎪⎩

(
(𝑥+ 𝑦− 𝑐) sin(2𝜋𝑡+ 1)∕𝜆−

[𝑥2 − (𝑦− 𝑐)2] sin(2𝜋𝑡+ 1)∕𝜆−

)
, on Ω−, 𝑡 ∈ [0,𝐿],(

(𝑥+ 𝑦− 𝑐) sin(2𝜋𝑡+ 1)∕𝜆+
[𝑥2 − (𝑦− 𝑐)2] sin(2𝜋𝑡+ 1)∕𝜆+

)
, on Ω+, 𝑡 ∈ [0,𝐿].

(5.3)

The Lamé parameters are taken as 𝜆+ = 100, 𝜇+ = 10, 𝜆− = 10, 𝜇− = 1, and the constant 𝑐 = 1.2.

In our experiment, we let the mesh size 𝑁 = 40, while the time step 𝜏 = ℎ∕16. In Fig. 7, we report the 𝐿2, 𝐿∞ and semi-𝐻1 error norms of 𝑢1
ℎ

and 𝑢2 against time up to 𝐿 = 5000, which we consider to be a significantly long test interval for observation. In our tests, we find the errors of 𝑢1

ℎ ℎ

106



Y. Chen, S. Hou and X. Zhang Computers and Mathematics with Applications 147 (2023) 92–110
Fig. 6. Contour plots for numerical solution of Example 1 (Left) and Example 2 (Right) when 𝑁 = 160.

Table 3

Errors of IFE solution 𝑢1
ℎ

in Example 2 at the ending time 𝑡 = 1.

𝑁 ‖𝑢1
ℎ
− 𝑢1‖𝐿∞ order ‖𝑢1

ℎ
− 𝑢1‖𝐿2 order |𝑢1

ℎ
− 𝑢1|𝐻1 order

10 1.3511 × 10−2 1.0666 × 10−2 1.4207 × 10−1

20 9.5144 × 10−3 0.51 2.8976 × 10−3 1.88 8.7907 × 10−2 0.69

40 4.6819 × 10−3 1.02 6.5421 × 10−4 2.15 4.1211 × 10−2 1.09

80 9.0997 × 10−4 2.36 1.4037 × 10−4 2.22 1.6755 × 10−2 1.30

160 3.5321 × 10−4 1.37 3.5395 × 10−5 1.99 7.9007 × 10−3 1.08

320 1.0016 × 10−4 1.82 8.2650 × 10−6 2.10 3.8282 × 10−3 1.05

640 1.8367 × 10−5 2.45 1.9017 × 10−6 2.12 1.8453 × 10−3 1.05

Table 4

Errors of IFE solution 𝑢2
ℎ

in Example 2 at the ending time 𝑡 = 1.

𝑁 ‖𝑢2
ℎ
− 𝑢2‖

𝐿∞ order ‖𝑢2
ℎ
− 𝑢2‖

𝐿2 order |𝑢2
ℎ
− 𝑢2|

𝐻1 order

10 1.3511 × 10−2 1.0666 × 10−2 1.4207 × 10−1

20 9.5144 × 10−3 0.51 2.8976 × 10−3 1.88 8.7907 × 10−2 0.69

40 4.6819 × 10−3 1.02 6.5421 × 10−4 2.15 4.1211 × 10−2 1.09

80 9.0997 × 10−4 2.36 1.4037 × 10−4 2.22 1.6755 × 10−2 1.30

160 3.5321 × 10−4 1.37 3.5395 × 10−5 1.99 7.9007 × 10−3 1.08

320 1.0016 × 10−4 1.82 8.2650 × 10−6 2.10 3.8282 × 10−3 1.05

640 1.8367 × 10−5 2.45 1.9017 × 10−6 2.12 1.8453 × 10−3 1.05

and 𝑢2
ℎ

are almost independent with time 𝐿, in a steady and nearly periodic type of propagation mode. We emphasize that this example shows the 
advantage of our method for long time simulation. The related sharper theoretical results with respect to time 𝐿 are left for future investigation.

Example 4 (A traveling wave problem). In this example, we consider a traveling wave problem inspired by numerical examples in [1]. A circular 
interface Γ = {(𝑥, 𝑦) ∈Ω ∶ 𝑥2 +𝑦2 = 𝑟20} with 𝑟0 = 1∕2 is considered in this example. For simplicity, we set the external force 𝐟 = 𝟎 and initial conditions 
to be:

𝝎0(𝑥, 𝑦) =

(
−(200 + 1000𝑥

3 ) exp[−200(1 + 5𝑥
3 )2]

0

)
,

𝝎1(𝑥, 𝑦) =

(
[−72 + 400000

3 (1 + 5𝑥
3 )2] exp[−200(1 + 5𝑥

3 )2]
0

)
,

(5.4)

with periodic boundary condition. The solution of this problem describes the traveling of a band-shape plane wave from left to right along 𝑥-axis. 
The Lamé parameters are chosen to be 𝜆+ = 1.0, 𝜇+ = 0.01, 𝜆− = 0.1, 𝜇− = 0.1.

In our test, we slightly modify the stiffness matrix 𝐊 to accommodate the periodic boundary condition while preserving the symmetric positive 
definiteness introduced in [6]. The heat plots of displacement 𝐮 at time points 𝑡 = 0, 0.105, 0.25, and 0.4 are shown in Fig. 8. In our tests, we set 
the spatial mesh size 𝑁 = 400 and 𝜏 = 5 × 10−4. Since it is difficult to obtain the exact solution for this example, we compare the cross sections of 
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Fig. 7. Error Norms of Example 3 with respect to time when 𝑁 = 40, 𝜏 = 1∕320.

Fig. 8. First row: heat plots of 𝑢1 at time point 𝑇 = 0,0.105,0.25,0.4 when 𝑁 = 400. Second row: heat plots of 𝑢2 at time point 𝑇 = 0,0.105,0.25,0.4.

numerical solutions at 𝑦 = 0 at 𝑡 = 0.24 and 𝑡 = 0.4 for the meshes 𝑁 = 300 and 𝑁 = 400, respectively. For these two mesh sizes, we choose same time 
step 𝜏 = 5 × 10−4, and the comparison is shown in Fig. 9. The numerical results of two meshes are observed to match with each other very well, 
which indicates the convergence of our numerical solutions.

6. Conclusion

In this paper, we proposed semi discrete and fully discrete numerical schemes for elastodynamics interface problems. For spatial discretization, 
we used linear or bilinear immersed finite element spaces and the partially penalized scheme. We proved properties of these IFE space including 
the norm equivalence and inverse inequalities. For fully discrete scheme, we used a 𝜃-scheme with 𝜃 = 1∕4. Both semi-discrete and fully discrete 
schemes were analyzed and proved to converge optimally in the energy, 𝐿2 and semi-𝐻1 norms. Numerical experiments are provided to verify 
the theoretical results. In addition, the long time behavior has been considered to illustrate the stability of the scheme. We also demonstrated the 
applicability and performance of our method on the traveling wave problems.
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Fig. 9. Comparison of cross sections of 𝑢1 numerical solution when 𝑁 = 300 and 𝑁 = 400, left: 𝑇 = 0.24, right: 𝑇 = 0.4.
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