Immersed finite element methods for unbounded interface problems with periodic structures
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Abstract

Interface problems arise in many physical and engineering simulations involving multiple materials. Periodic structures often appear in simulations with large or even unbounded domain, such as magnetostatic/electrostatic field simulations. Immersed finite element (IFE) methods are efficient tools to solve interface problems on a Cartesian mesh, which is desirable to many applications like particle-in-cell simulation of plasma physics. In this article, we develop an IFE method for an interface problem with periodic structure on an infinite domain. To cope with the periodic boundary condition, we modify the stiffness matrix of the IFE method. The new matrix is maintained symmetric positive definite, so that the linear system can be solved efficiently. Numerical examples are provided to demonstrate features of this method.

1. Introduction

In engineering simulations, many devices characterize highly regular extended periodic structures, such as optics system in ion thruster [1,2]. Numerical methods are usually applicable when such infinite samples possess a periodicity known a priori. In the mean time, only finite regions of these infinite structures are of practical interest. Simulation on a finite region is usually computationally feasible through existing numerical methods. One frequently used approach is to model only a small part of the infinite sample by truncating outer boundaries. This approach often assumes the normal derivative of the potential to be zero at the periodic boundaries. For example, the homogeneous Neumann boundary condition is enforced in the simulation of spacecraft–ion thruster interaction in [1]. However, the normal derivative of the potential is continuous at the periodic boundary edges but not necessary to be zero. For electromagnetic field problems, such as plasma–environment interaction simulation, periodic boundary conditions (PBC) are an important tool to understand the behavior of periodic structures. Many techniques have been developed in the study of PBC, and they have been used extensively in the simulation of periodical electromagnetic fields [3–6].

To simulate the behaviors of plasma medium, the particle-in-cell (PIC) method [7–10] models plasma as many macro-particles and follows the evolution of the orbits of individual particles in the self-consistent electromagnetic field. This
method includes two main processes which are often called “scatter” (for finding the charge density from the particle positions) and “gather” (for interpolating the particle forces from the potential at the grid points). The PIC method is difficult to be utilized with body-fitting meshes, because locating millions of particles in an unstructured grid costs significant searching time in both “scatter” and “gather” steps in a typical PIC computational cycle; hence, it is preferable to use a more structured mesh to fulfill the process via indexing with the coordinates. Moreover, media materials in a PIC method are often separated by an interface with complicated geometry (see [9,11,12]). As a result, it is unrealistic to expect optimal convergent solution in a structured non-body-fitting mesh simply by conventional finite element methods.

Recently, a new type of field solvers, named immersed finite element (IFE) methods [13–20] have been developed to solve interface problems based on Cartesian meshes. In an IFE method, material interfaces are allowed to cut through some elements which are called interface elements, distinguished from those non-interface elements which are disjoint from interfaces. Standard finite element basis functions are adopted on non-interface elements, and piecewise polynomials are used to construct special IFE basis function on interface elements to mimic the behavior of the exact solution. For interface problems with nonhomogeneous flux jump conditions, a homogenization with the level set method was developed in [21]. Alternatively, the local IFE space can be enriched by adding a basis function that can capture the nonhomogeneous flux jump [22]. Recently, this idea was extended to solve a moving interface problem with nonhomogeneous flux jump [23]. We refer to [24] for IFE methods in handling nonhomogeneous jump for both solution and flux.

In this article, we will propose an IFE method for solving an unbounded interface problem with periodic structure. To simulate the behavior in a finite domain, we truncate the unbounded domain and impose appropriate PBC. We will modify the global stiffness matrix to accommodate the PBC. Such modification is only carried out in the periodic variation domain. The new global matrix is preserved symmetric positive definite, so that the linear system can be solved efficiently.

The rest of this article is organized as follows. In Section 2, we introduce the unbounded interface problem and develop an IFE method for the truncated problem with PBC. In Section 3, we present the matrix modification technique to accommodate PBC. Numerical examples and some related discussion are provided in Section 4. Finally, in Section 5 we draw some conclusions.

2. IFE methods for interface problems

In this section, we will first present the unbounded elliptic interface problem and the truncated model problem with periodic boundary condition in a finite domain. Next we will recall some IFE methods for elliptic interface problem with homogeneous [25] and nonhomogeneous flux jump [22]. To make our presentation concise, we only consider the bilinear IFE method based on rectangular meshes in the article. For linear IFE methods on triangular meshes, the discussion is similar and we refer readers to [26,27] for more details.

2.1. An unbounded elliptic interface problem

Let \( \hat{\Omega} = (-\infty, \infty) \times (0, 1) \) be an unbounded (in x-direction) domain. A smooth interface curve \( \hat{\Gamma} \) separates \( \hat{\Omega} \) into sub-domains \( \hat{\Omega}^- \) and \( \hat{\Omega}^+ \). We consider the following second-order elliptic interface problem

\[
-\nabla \cdot (\beta \nabla u) = f \quad \text{in} \quad \hat{\Omega}^+ \cup \hat{\Omega}^-.
\] (2.1)

Assume that the solution \( u \) has the periodic structure in the x-direction, i.e., there is a positive constant \( L \) such that

\[
u(x, y) = u(x + L, y), \quad \forall x \in (-\infty, \infty).
\] (2.2)

In y-direction, we assume that the solution satisfies the Dirichlet boundary condition

\[
u(x, 0) = g_0(x),
\] (2.3)

\[
u(x, 1) = g_1(x).
\] (2.4)

Across the interface \( \hat{\Gamma} \), the solution is assumed to satisfy the interface jump conditions

\[
\left[ u \right]_{\hat{\Gamma}} = 0,
\] (2.5)

\[
\left[ \beta \frac{\partial u}{\partial n} \right]_{\hat{\Gamma}} = Q.
\] (2.6)

Here \( \left[ v \right]_{\hat{\Gamma}} = (v|_{\hat{\Omega}^+})_{\hat{\Gamma}} - (v|_{\hat{\Omega}^-})_{\hat{\Gamma}} \) is the jump of \( v \) across \( \hat{\Gamma} \). The function \( Q \) is the jump of normal flux, and \( n \) is the unit normal vector of \( \hat{\Gamma} \). The flux jump is said to be homogeneous if \( Q = 0 \); otherwise it is nonhomogeneous. Also, we assume that the coefficient function \( \beta \) is periodic in the x-direction of periodicity \( L \). Without loss of generality, the coefficient \( \beta(x, y) \) is discontinuous across the interface \( \hat{\Gamma} \). For simplicity, we assume that \( \beta \) is a piecewise constant function as follows:

\[
\beta(x, y) = \begin{cases}
\beta^-, & (x, y) \in \hat{\Omega}^-,
\beta^+, & (x, y) \in \hat{\Omega}^+.
\end{cases}
\]
Applying a homogenization technique can change the nonhomogeneous Dirichlet boundary conditions (2.3) and (2.4) to homogeneous. Thus, without loss of generality, we assume \( g_0 = g_1 = 0 \) in the following discussion.

The model problem (2.1)–(2.6) is defined on an unbounded domain. Due to its periodic structure, we can simulate the behavior of this model problem in a finite domain by truncating outer boundary of \( \Omega \), and imposing appropriate periodic boundary conditions. To be more specific, we consider a finite rectangular domain \( \Omega = (0, L) \times (0, 1) \), and denote the truncated interface by \( \Gamma = \Gamma_+ \cap \Omega \). The truncated interface \( \Gamma \) separates the domain \( \Omega \) into two parts \( \Omega^+ \) and \( \Omega^- \) such that \( \partial \Omega = \partial \Omega^+ \cup \partial \Omega^- \cup \Gamma \). We also denote the top, bottom, left, right boundaries of \( \Omega \) by \( \Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4 \), respectively. The interface problem (2.1)–(2.6) can be reformulated in a finite domain.

\[
- \nabla \cdot ( \beta \nabla u ) = f \quad \text{in} \quad \Omega^+ \cup \Omega^-,
\]

\[
u(0, y) = u(l, y), \quad \beta \frac{\partial u}{\partial n}(0, y) = \beta \frac{\partial u}{\partial n}(l, y) \quad \text{on} \quad \Gamma_1 \cup \Gamma_7,
\]

\[
u(x, 0) = u(x, 1) = 0 \quad \text{on} \quad \Gamma_3 \cup \Gamma_5,
\]

\[
\|u\|_{\Gamma} = 0, \quad \left[ \beta \frac{\partial u}{\partial n} \right]_{\Gamma} = Q(x, y) \quad \text{on} \quad \Gamma.
\]

The problem (2.7)–(2.10) is an elliptic interface problem with periodic boundary conditions and nonhomogeneous flux jump. We refer to [28] for the well-posedness of elliptic problems with periodic boundary conditions.

### 2.2. IFIE approximation for homogeneous flux jump

We first recall the bilinear IFIE method [25,29] for interface problem with homogeneous flux jump, i.e., \( Q = 0 \) in (2.10).

Assume that \( \mathcal{T}_h = \{ T \} \) is a uniform rectangular mesh of the truncated domain \( \Omega \) with mesh size \( h \). If an element \( T \) is cut by the truncated interface \( \Gamma \), it is called an interface element; otherwise, it is called a non-interface element. The sets of all interface elements and non-interface elements are denoted by \( \mathcal{T}^{\text{int}}_h \) and \( \mathcal{T}^{\text{non}}_h \), respectively. For a typical interface rectangle \( T \) with vertices \( A_i, i = 1,2,3,4 \), the interface \( \Gamma \) is assumed to intersect \( T \) at two distinct points, denoted by \( D \) and \( E \). The line segment \( DE \) is used to approximate the physical interface curve \( \Gamma \cap T \), and the line \( DE \) divides \( T \) into two sub-elements, denoted by \( T^+ \) and \( T^- \). The local bilinear IFIE nodal basis functions \( \phi_{i,T}, i = 1, 2, 3, 4 \) have the following form:

\[
\phi_{i,T}(x, y) = \begin{cases} 
\phi_{i,T}^-(x, y) = a_i^- + b_i^- x + c_i^- y + d_i^- xy, & (x, y) \in T^- , \\
\phi_{i,T}^+(x, y) = a_i^+ + b_i^+ x + c_i^+ y + d_i^+ xy, & (x, y) \in T^+.
\end{cases}
\]

(2.11)

These local IFIE basis functions satisfy the following constraints:

1. nodal values restrictions

\[
\phi_{i,T}(A_i) = \delta_{ij}, \quad i, j = 1, 2, 3, 4.
\]

(2.12)

2. continuity on \( DE \)

\[
\phi_{i,T}^+(D) = \phi_{i,T}^-(D), \quad \phi_{i,T}^+(E) = \phi_{i,T}^-(E), \quad d_i^- = d_i^+\quad i = 1, 2, 3, 4.
\]

(2.13)

3. weak continuity of normal flux

\[
\int_{DE} \left( \beta^+ \frac{\partial \phi_{i,T}^-}{\partial n} - \beta^- \frac{\partial \phi_{i,T}^+}{\partial n} \right) ds = 0, \quad i = 1, 2, 3, 4.
\]

(2.14)

where the normal \( n \) is a unit normal vector to the line segment \( DE \).

In [25], it was shown that the conditions (2.12)–(2.14) uniquely determine a set of nodal IFIE basis functions \( \phi_{i,T}, i = 1, 2, 3, 4 \) on the interface element \( T \). The local bilinear IFIE space \( S_h(T) \) on an interface element \( T \in \mathcal{T}^{\text{int}}_h \) is defined as

\[
S_h(T) = \text{span}\{ \phi_{1,T}, \phi_{2,T}, \phi_{3,T}, \phi_{4,T} \}.
\]

(2.15)

Denote the set of nodes on \( \mathcal{T}_h \) by \( \mathcal{N}_h \). The set of nodes not on \( \Gamma_1 \) and \( \Gamma_5 \) is denoted by \( \mathcal{N}_h \) and the number of nodes in \( \mathcal{N}_h \) is called \( N \). On each node \((x_i, y_i)\), \( i = 1, \ldots, N \), we define the global bilinear IFIE basis function \( \phi_i \) such that

\[
\phi_i(x_j, y_j) = \delta_{ij}, \quad \forall (x_i, y_i) \in \mathcal{N}_h,
\]

and

\[
\phi_i|_{\Gamma} \in S_h(T), \quad \forall T \in \mathcal{T}^{\text{int}}_h, \quad \text{and} \quad \phi_i|_{\Gamma} \in Q_1(T) \quad \forall T \in \mathcal{T}^{\text{non}}_h.
\]

Here, \( Q_1(T) = \text{span}\{1, x, y, xy\} \) is standard bilinear polynomial space. Finally, the global bilinear IFIE space can be formed as \( S_h(\Omega) = \text{span}\{ \phi_i : i = 1, 2, \ldots, N \} \). We refer readers to [30,25,31–33] for more details about bilinear IFIE methods for homogeneous flux jump.
2.3. IFE approximation for nonhomogeneous flux jump

To handle the nonhomogeneous flux jump, the local IFE space $S_h(T)$ is enriched by adding another basis $\phi_{j,T}$ (see [30, 22]). The function $\phi_{j,T}$ is of the form

$$
\phi_{j,T}(x, y) = \begin{cases} 
\phi_{j,T}^{-}(x, y) = a_j^{-} + b_j^{-}x + c_j^{-}y + d_j^{-}xy, & (x, y) \in T^-, \\
\phi_{j,T}^{+}(x, y) = a_j^{+} + b_j^{+}x + c_j^{+}y + d_j^{+}xy, & (x, y) \in T^+, 
\end{cases}
$$

and satisfies

1. zero nodal value restrictions

$$
\phi_{j,T}(A_j) = 0, \quad j = 1, 2, 3, 4,
$$

2. continuity on $DE$

$$
\phi_{j,T}^{-}(D) = \phi_{j,T}^{+}(D), \quad \phi_{j,T}^{-}(E) = \phi_{j,T}^{+}(E), \quad d_j^{+} = d_j^{-},
$$

3. unit flux jump

$$
\int_{DE} \left( \beta^- \frac{\partial \phi_{j,T}^-}{\partial n} - \beta^+ \frac{\partial \phi_{j,T}^+}{\partial n} \right) ds = 1,
$$

where $n$ is the unit normal vector to the line segment $DE$.

Again, conditions (2.17)–(2.19) uniquely determine the basis $\phi_{j,T}$ [22], and each $\phi_{j,T}$ is supported only on the interface element $T$. Finally, the IFE space for nonhomogeneous flux can be defined as

$$
S_h^{IFE}(\Omega) = S_h(\Omega) \oplus \text{span}\{\phi_{j,T} : \forall T \in T_h^{int}\}.
$$

The approximation property of this IFE space $S_h^{IFE}(\Omega)$ has been considered in [22] by the nodal value interpolation. The exact solution $u$ of (2.7)–(2.10) is included in the following Sobolev space

$$
H_{\beta, Q}^1(\Omega) = \left\{ u \in H^1(\Omega) : u|_{\Omega^+} \in H^2(\Omega^+), s = \pm, \left[ \beta \frac{\partial u}{\partial n} \right] = Q \right\}.
$$

Here $n_T$ is the unit normal vector at the interface curve $\Gamma$ pointing from $\Omega^+$ to $\Omega^-$. The interpolation operator $I_h : H_{\beta, Q}^1(\Omega) \rightarrow S_h^{IFE}(\Omega)$ is defined by

$$
i_hu(x, y) = \sum_{i=1}^{N} u(x_i, y_i) \Phi_i(x, y) + \sum_{T \in T_h^{int}} Q_T \phi_{j,T}(x, y),
$$

where

$$
Q_T = \int_{\Gamma \cap T} Q ds.
$$

The interpolation (2.22) converges optimally in $H^1$- and $L^2$- norms based on numerical experiments carried out in [22]. More details about nonhomogeneous IFE methods can be found in [30,22,23].

2.4. Galerkin IFE method

In this subsection, we derive the Galerkin IFE methods for solving the interface problem with periodic boundary condition and nonhomogeneous flux jump (2.7)–(2.10). Define the test function space $V$ by

$$
V = \{ v \in H^1(\Omega) : v|_{\Gamma_1} = v|_{\Gamma_3} = 0, v|_{\Gamma_1} = v|_{\Gamma_3} \}.
$$

Multiplying the differential equation (2.7) by any function $v \in V$, integrating over each subdomain, applying the Green’s formula, and summing over the subdomains, we have

$$
\sum_{s=\pm} \int_{\Omega^s} \beta \nabla u \cdot \nabla v dx dy - \sum_{s=\pm} \int_{\partial \Omega^s} \beta \frac{\partial u}{\partial n} v ds = \int_{\Omega} f v dx dy, \quad \forall v \in V.
$$

Applying the flux jump condition (2.6) we have

$$
\int_{\Omega^-} \beta \nabla u \cdot \nabla v dx dy - \int_{\partial \Omega^-} \beta \frac{\partial u}{\partial n} v ds - \int_{\Gamma} Q v ds = \int_{\Omega} f v dx dy, \quad \forall v \in V.
$$

(2.25)
The second term in (2.25) equals zero because \( u \) satisfies periodic boundary conditions (2.8), and \( v \) is chosen from \( V \). Hence, (2.25) can be written as

\[
\sum_{T \in \mathcal{T}} \int_T \beta \nabla u \cdot \nabla v \, dx dy = \int_{\Omega} f \, v \, dx dy + \int_T Q \, v \, ds, \quad \forall v \in V.
\]  

(2.26)

Now we approximate \( u \) by \( u_h \in S_{h}^{\text{IFEM}}(\Omega) \), and approximate \( v \) by \( v_h \in S_h(\Omega) \), then

\[
\sum_{T \in \mathcal{T}} \int_T \beta \nabla u_h \cdot \nabla v_h \, dx dy = \int_{\Omega} f \, v_h \, dx dy + \sum_{T \in \gamma_i^{\text{int}}} \int_{\Gamma \cap T} Q \, v_h \, ds.
\]  

(2.27)

The structure of interpolation (2.22) indicates that we can decompose the function \( u_h \in S_{h}^{\text{IFEM}}(\Omega) \) as follows

\[
u_h = \bar{u}_h + \sum_{T \in \gamma_i^{\text{int}}} Q_T \phi_{i,T}
\]  

(2.28)

where \( Q_T \) can be calculated by (2.23), and \( \bar{u}_h \in S_h(\Omega) \) satisfying the homogeneous flux jump. The Galerkin IFE method can be formed as: Find \( \bar{u}_h \in S_h(\Omega) \) such that

\[
a(\bar{u}_h, v_h) = F(v_h), \quad \forall v_h \in S_h(\Omega),
\]  

(2.29)

where

\[
a(u, v) = \sum_{T \in \mathcal{T}} \int_T \beta \nabla u \cdot \nabla v \, dx dy,
\]  

(2.30)

\[
F(v) = \int_{\Omega} f \, v \, dx dy + \sum_{T \in \gamma_i^{\text{int}}} \int_{\Gamma \cap T} Q \, v \, ds - \sum_{T \in \gamma_i^{\text{int}}} Q_T \int_T \beta \nabla \phi_{j,T} \cdot \nabla v \, dx dy.
\]  

(2.31)

Clearly, the solution \( u_h \) and the test function \( v_h \in S_h(\Omega) \) do not necessarily satisfy the PBCs \( u_h|_{I_j} = u_h|_{I_j} \) and \( v_h|_{I_j} = v_h|_{I_j} \). Hence, we need to modify the stiffness matrix to incorporate these boundary conditions.

### 3. Matrix modification for PBC

In this section, we introduce a technique to modify the stiffness matrix and right-hand-side vector to handle periodic boundary conditions. The advantage of this technique is that the matrix will preserve the symmetric positive definite property, so that it can be solved efficiently. The main idea of this technique is originated from [34].

The IFE method (2.29) is equivalent to the linear system

\[
Au = b,
\]  

(3.1)

where \( A = [a_{ij}] \) \( = [a(\phi_i, \phi_j)] \) is an \( N \times N \) stiffness matrix and it is symmetric positive definite, \( b = [b_i] \) \( = [F(\phi_i)] \) is an \( N \)-vector, and \( u = [u_i] \) is the vector of unknowns.

The periodic boundary condition (2.2) indicates that several components of \( u \) must have the same value. Without loss of generality, we assume that the \( i \)-th and \( j \)-th \( (j < i) \) components of \( u \) satisfy the following periodic relationship

\[
u_j = u_i.
\]  

(3.2)

The complete cycle of the matrix modification has two steps. The first step is to enforce the periodic condition (3.2). To do this, we define an elementary matrix \( E_{ij} \) by

\[
E_{ij} = \begin{bmatrix}
1 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 1 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 1 & \cdots & 1 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{bmatrix}_{j\text{th}}
\]  

\[
E_{ij} = \begin{bmatrix}
1 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 1 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 1 & \cdots & 1 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{bmatrix}_{i\text{th}}.
\]

Multiplying both sides of Eq. (3.1) by \( E_{ij} \), we obtain an equivalent system

\[
(E_{ij} A) u = E_{ij} b.
\]  

(3.3)
Now we replace the jth equation of the system (3.3) by the periodic relationship (3.2), we obtain

$$A_1 u = b_1,$$

where

$$A_1 = \begin{bmatrix}
  a_{11} & \ldots & a_{1j} & \ldots & a_{1i} & \ldots & a_{1n} \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  0 & \ldots & 1 & \ldots & -1 & \ldots & 0 \\
  a_{i1} + a_{j1} & \ldots & a_{ij} + a_{ji} & \ldots & a_{ii} + a_{jj} & \ldots & a_{in} + a_{jn} \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  a_{n1} & \ldots & a_{nj} & \ldots & a_{ni} & \ldots & a_{nn}
\end{bmatrix}$$

and

$$b_1 = [b_1, \ldots, b_{j-1}, 0, b_{j+1}, \ldots, b_1 + b_j, \ldots, b_n]^T.$$

Clearly, the matrix $A_1$ is not symmetric. In the second step, we correct this matrix to make it symmetric positive definite. Let $L_j$ be the following matrix

$$L_j = \begin{bmatrix}
  1 & \ldots & -a_{1j} & \ldots & 0 & \ldots & 0 \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  0 & \ldots & 1 & \ldots & 0 & \ldots & 0 \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  0 & \ldots & -(1 + a_{jj}) - a_{ij} & \ldots & 1 & \ldots & 0 \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  0 & \ldots & -a_{nj} & \ldots & 0 & \ldots & 1
\end{bmatrix}$$

Multiplying both sides of (3.4) by $L_j$ yields the following equation:

$$A_2 u = L_j A_1 u = L_j b_1 = b_2.$$

A straightforward calculation shows that

$$A_2 = \begin{bmatrix}
  a_{11} & \ldots & 0 & \ldots & a_{1i} + a_{1j} & \ldots & a_{1n} \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  0 & \ldots & 1 & \ldots & -1 & \ldots & 0 \\
  a_{i1} + a_{j1} & \ldots & -1 & \ldots & 1 + a_{ii} + a_{jj} + 2a_{ij} & \ldots & a_{in} + a_{jn} \\
  \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
  a_{n1} & \ldots & a_{nj} & \ldots & a_{ni} + a_{nj} & \ldots & a_{nn}
\end{bmatrix}$$

$$b_2 = [b_1, \ldots, b_{j-1}, 0, b_{j+1}, \ldots, b_1 + b_j, \ldots, b_n]^T.$$

One can easily verify that (3.5) removes the periodic relationship of $u_i$ and $u_j$ from (3.1). Moreover, the matrix $A_2$ is symmetric positive definite. We continue this procedure until we go through all nodes with such periodicity.

4. Numerical examples

In this section, we will present several numerical examples to illustrate features of this IFE method for interface problems with periodic boundary condition.

4.1. Field calculation with periodic boundary condition

In this example, we assume that $\Omega = (-1, 1) \times (-1, 1)$ is an open rectangular domain and $T_h$ is a Cartesian mesh of $\Omega$ whose element size is $h$. The interface curves are two semi-circles with radius $r_0 = \frac{\pi}{6.28}$ that separates $\Omega$ into three sub-domains $\Omega^- = \{(x, y) : (x - 1)^2 + y^2 < r_0^2\}$, $\Omega_2^- = \{(x, y) : (x + 1)^2 + y^2 < r_0^2\}$ and $\Omega^+ = \Omega - \Omega_1^- \cup \Omega_2^-$. Two interfaces are defined as $\Gamma_1 = \Omega^+ \cap \Omega_1^-$ and $\Gamma_2 = \Omega^+ \cap \Omega_2^-$. The simulation domain is illustrated in Fig. 1.
Let the exact solution of the potential be
\[ u(x, y) = \sin(\pi x) + \cos(\pi y) \] (4.1)
with \( \beta_1^- = \beta_2^- = 1, \beta^+ = 10 \). We note that \( u \) satisfies the following jump conditions across two interfaces \( \Gamma_1 \) and \( \Gamma_2 \):

\[
\begin{align*}
\|u\|_{\Gamma_1} &= \|u\|_{\Gamma_2} = 0, \\
\left[ \beta \frac{\partial u}{\partial n} \right]_{\Gamma_1} &= Q_1(x, y) = (\beta^+ - \beta_1^-) \frac{\pi (x-1) \cos(\pi x) - \pi y \sin(\pi y)}{\sqrt{(x-1)^2 + y^2}}, \\
\left[ \beta \frac{\partial u}{\partial n} \right]_{\Gamma_2} &= Q_2(x, y) = (\beta^+ - \beta_2^-) \frac{\pi (x+1) \cos(\pi x) - \pi y \sin(\pi y)}{\sqrt{(x+1)^2 + y^2}}.
\end{align*}
\]

Periodic boundary conditions (2.3) and (2.4) are imposed on the left and right boundaries. The Dirichlet boundary condition (2.2) is imposed on the upper and lower boundaries. Fig. 2(a) and (b) show the analytical and numerical solutions of this problem, respectively. These plots are generated on a Cartesian mesh of size \( h = 1/32 \). Comparing the numerical solution with exact solution, we can see that the IFE method can recover the solution accurately.
4.2. Dielectric cylinders with periodic boundary

In this example, we simulate the electrical field around dielectric cylinders with periodic boundary. The 2-D simulation domain \( \Omega = (-1, 1) \times (-1, 1) \) is shown in Fig. 3. Two dielectric cylinders with radius \( R = 0.4002 \) locate in the domain whose centers are \((-0.5, -0.5)\) and \((0.5, 0.5)\), respectively. We apply the periodic boundary conditions on the left and right boundaries. The top and bottom boundaries are set to be Dirichlet type boundaries with \( u = 10 \) and \( u = 0 \) respectively. The coefficient \( \beta \) is set to be 1 inside the dielectric cylinders and to be 10 outside. The exact solution of this example is unknown.

In our numerical simulation, the mesh size is set to be \( h = 1/16 \) and the background charge density is set to be \( f = 1 \). The flux jump is \(-10\) on left half of every dielectric cylinder, and 10 on the right half. Fig. 4 shows the numerical solution of the potential distribution using the IFE method. Fig. 5 is a duplicated plot of three simulation domains. On the combining boundaries \( x = -1 \) and \( x = 1 \), the potential is well matched for the periodic structures.

4.3. Further discussion about IFE methods

The IFE method (2.29) is based on classical Galerkin formulation. For Example 4.1, we observe that the order of convergence in either \( L^2 \) or \( H^1 \)-norm is only sub-optimal. The convergence order varies according to the location of interface and the jump ratio of coefficient. Actually, it was recently reported in [17] that the order of convergence may deteriorate for interface problems with pure Dirichlet boundary condition and homogeneous flux jump (\( Q = 0 \)). It is not surprising that the order of convergence cannot attain optimal for this more complicated problem with periodic boundary conditions.

In [17,14], some partially penalized IFE schemes have been developed and analyzed for elliptic interface problems with homogeneous flux jump. These new IFE schemes are more accurate and optimal convergence can be theoretically proved. It will be an interesting future work to extend these new IFE schemes in [14,17] to nonhomogeneous flux jump case, and other boundary conditions such as PBC.
Fig. 5. IFE solution for conducting cylinders on three simulation domains.

Fig. 6. Symmetric partially penalized IFE solution for conducting cylinders with homogeneous flux jump.

Fig. 7. Symmetric partially penalized IFE solution for conducting cylinders homogeneous flux jump on three simulation domains.

For a preliminary test with homogeneous flux jump $Q = 0$, we report some numerical result for the symmetric partial penalized IFE scheme in [17] with PBC. Two dielectric cylinders with radius $R = 0.2002$ are located in the domain whose centers are $(-0.5, 0.5)$ and $(0.5, -0.5)$. The charging density $f = 1$. On the top and bottom boundaries, we impose Dirichlet boundary conditions $u = 0$, and $u = 10$, respectively. On the left and right boundaries, the periodic boundary conditions are enforced. Figs. 6 and 7 report the numerical solution of the potential distribution, and a combined plot of three simulation domains. Since the exact solution is unknown in this case, we cannot test the order of convergence at this moment.

5. Conclusions

In this paper, we present an IFE method for an unbounded elliptic interface problem with periodic structure. The problem can be reformulated in a finite domain with appropriate periodic boundary conditions. The periodic boundary conditions can be accommodated by modifying the stiffness matrix, whose symmetric positive definite structure can be preserved. We use several numerical experiments to demonstrate the effectiveness of our new IFE algorithm.
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