MATH 4063-5023
Solutions to Homework Set 4

1. Let P be the vector space of polynomials with indeterminant x.Which of the following mappings are
linear transformations from P to itself

(a)T:p—ap

e Let p1, po be two polynomials and let o, 5 € F. We have

p1 = apz” +--+a1T+ag
D2 = bmxm++bll’+b0

If n # m we can anyway replace the polynomial of lower degree (e.g. say it’s p2) with its equivalent
expression

po=0-2"+0-2" 4 40- 2™ 4 b x™ 4+ + bz + by
So we can without loss of generality write

p1 = apr" 4+ a1z +ag
p2 = by + -+ bix+ap

for a pair of arbitary polynomials. Then by the definition of scalar multiplication and addition in
P we’ll have

ap1 + fBp2 = (aa, + Bby) 2™ + -+ + (aay + Bby) x + (aag + Bbo)
and so

T(ap1+Bp2) = z[(aan + Bby) 2" + -+ (aar + Bb1) x + (aao + Bbo)]
(ay, + Bby) x™ T + -+ (cay + Bby) 2 + (cag + Bbo) x
= (aap)z"™ 4+ 4 (aar) 2* + (cag) ©

+ (Bbn) " 4o+ (Bby) 2% + (Bbo) x
= ax(apz" 4+ a1z + ag) + S (byz™ + -+ + byx + by)
= aT (p1) + BT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. [
b)T:p—2p

e Using the same setup as in preceding problem, we compute

T(ap1 +Bp2) = 2[(aan + Bby)a™ + -+ + (aay + Bbr) x + (aag + Bbo)]

= (2aan +28by) 2" + -+ + (2aa; + 28b1) © + (2aag + 26by)
a2 (anz™ + a1z + ag) + B2 (bpz™ + - - + byx + by)
= ol (p1) + AT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. [

(C)T:p—)j—Z—I—Qp
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e Here we won’t be so explicity as in parts (a) and (b); we’ll simply use the facts that differentiation
operates term by term and commutes with scalar multiplication.

T (ap1 + Bp2) (ch + 2) (ap1 + Bp2)

d, d
P L 2ap + ﬁﬂ + 208p2
dz dz

() (L)
= aT (p1) + BT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. [

(d) T:p—)folp(z)da:

e Here we’ll just use the facts that we can integrate term by term and pull constants through integral
signs.
1

T (ap1 + Bp2) = (ap1 + Bp2) (x) dx

(ap1 (z) + Bp2 () dx

1

I
Nc\HN

ap; (z) dx + / Bp2 (z

= a/o pl(x)dx—i-ﬂ/o p2 (x) dzx

o (p1) + BT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. O

2. Suppose f: V — W is a linear transformation.

(a) Prove that f is injective if and only if ker (f) = {0y}

e By definition f : V — W is injective if f (v1) = f(v2) = w1 = va. The kernel of f on the
other hand is defined by ker (f) ={v eV | f (v) = Ow}.
= Suppose f is injective. Let v € ker (f). We always have f (0y) = Ow, for Oy = Op-f (v) =
f(Op-v) = f(0y). So now, by injectivity

f@)=0w and f(Oy)=0w = v=0vy

Thus, in fact, the only vector in ker (f) is Oy.
<= Suppose ker (f) = {0y }. If f (v1) = f (v2), then

Ow = f(u)=flv2) = [foi—w)=0w = v —vx€ker{f}={0v}
= v, — v = 0y
= V1 = Vg

and so f is injective.
(b) Prove that f is surjective if and only if dim (Im (f)) = dim (W).

e = This way is easy. If f is surjective then, by definition, Im (f) = W , and so dim (Im (f)) =
dim (W).
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«— Im(f)={weW |w=f(v) for some v € V} is defined as a subspace of W. We know
from way back that if a subspace of a vector space has the same dimension as the vector space in
which it lives, then it must in fact coincide with the parent vector space. So

dim(Im (f)) =dim (W) and Im(f) cW = Im(f)=W = f is surjective.
(c) Prove that f is bijective if and only it dim (V') = dim (W) and ker (f) = {0y }.

e = Suppose f is bijective. Then it is injective and surjective. Hence, ker (f) = {0y} by part (a)
and by part (b), Im (f) = W.From Theorem 12.1

dim (V) = dim (Im (f)) + dim (ker (f))

and so
dim (V) =dim(W)+0 = dimV =dimW
— dim (V) = dim (W) and ker (f) = {Oy}. By part (a), f is injective, and so by Theorem
12.1
dim (V) = dim (Im (f)) + 0
and so Im (f) C W has the same dimension as W, and so Im (f) = W, Hence f is surjective. Since
f is both injective and surjective it is a bijection.

3. Consider the mapping T : R? — R® T ([z1,22]) = [x1 — T2, 21 + T2, 71 — 272]
(a) Show that T is a linear transformation.

e Let us write two arbitrary elements of R? as [z1, 3], [y1,y2]. Then

alz1, z2] + Bly1,y2] = [ax1 + Byr, ays + Bys]

and so
T(alzy,z2] + Byr,y2]) = T ([axs + By, oz + Bye))
= [(az1 + By1) — (ay2 + By2) , (ax1 + By1) — (ayz + By2) , (a1 + By1) — 2 (a2 + By2)]
= alry — 22,71 + 22,71 — 222] + Bly1 — Y2, 41 + Y2, Y1 — 292]
= ol ([z1,22]) + BT ([y1, 92])
Since T preseves arbitary linear combinations of elements, it is a linear transformation. |

(b) Find the matrix corresponding to T and the natural bases of B = {[1,0], [0, 1]} and B’ = {[1,0,0],[0,1,0],[0,0,1]}

of, respectively, R? and R3.

e The matrix T gp/ corresponding to the linear transformation 7" is formed by using the components
of the T (e;) as the i*" column. We have

T(1,0) = [1-0,1+0,1-2-0] =]1,1,1]
T(0,1]) = [0-1,0+1,0—-2-1]=[-1,1,-2]
Thus,
1 -1
Tpp=|1 1
1 -2
Notice that
z 1 — T2
Ty, p [ ! } = | z1+x2
)
T — 2x9

replicates the formula for T so long as we interpret the vectors in R? and R? as column vectors.

(c) What is the kernel of this linear transformation.



e The kernel of the transformation will correpond to the null space of the matrix Tp pr; i.e, the
solution set of T p/x = 0. A basis for this solution set can be found using our augmented matrix
method of solving such a homogeneous linear system.

1 -1/0 1 00 =0
1 110 R.R.E.F. 0 1[0 = { 0
1 —20 0 00 ¥z =

So
Ker (T) = NullSp (T g, p) = span ([0,0]) = {Og=}

(d) What is the range of this linear transformataion.

e The range of T' coincides with the span of the columns of Tg . To get this span, we can covert
rows into columns and thereby obtain the transpose matrix T%’ - A basis for the row space of

T p will be a basis for the column space of Tp /. We can obtain a basis for RowSp (Ti,b,)

using row reduction:

So
1 0
RowSp (Th p/) = span ([1,1,1],10,2,-1]) =  ColSp(Ts,p') = span 1], 2
1 -1

Thus, vectors in the range of T will be vectors in R? of the form

s[1,1,1]+¢[0,2,—1] = [s, s + 2t, s — 1]

4. Let Ps3 be the vector space of polyonomials of degree < 3 with natural basis {£C3, z2, x, 1}. Find the
matrix T g corresponding to the linear transformation

d
T:Ps—=Ps , p2>2rp+p

and the basis B (same basis for the domain and codomain of T).

e The matrix T g p is obtained by using the coefficients of T' (p;) with respect to B = {p1,p2,ps, pa} =
{a:3, 22, x, 1} as the columns of a matrix.

7
d
T(p) = T($3)=(2$dx+1)$3=2x(3x2)+x3=7-a:3+0~a:2+0-x—|—0~1<—> 8
0
[0
d )
T(p2) = T(xz)_(2xd$+1)x2_2x(2x)+x2—0-x3+5~x2+0~x+0-1<—> g
_O
0
T(ps) = T(x)= 2x%+1 x=2x(1)+2=0-2"4+0-2°4+3-2+0-1+— 3
0

d
T (ps) = T(l):<2$dx+1>1=0+1:0~x3+0-x2+0-x+1-1<—>

_— o O O



Thus,

70 0 0
05 00
Tes=19 0 3 0
00 0 1

O

5. Suppose f : V — W is a linear transformation and S is a subspace of W contained in Im (f). Prove that
fHS)={veV|fv)es}

is a subspace of V.

e Suppose v; and va € f~1(S). We aim to show that any linear combination av; + Bvs of v; and
vo will also be in f~1(S). Now now

v € f71(S) = I €S suchthat f(v1)=s
va € fH(S) = Jsy € Ssuchthat f(vg) = s2
Now consider the linear combination av; + fvs
flavi 4+ Bva) = af (v1)+ Bf (v2) because f is a linear transformation
= as;+08s2€S8S because s1,s2 € S and S is a subspace

Hence, av; + Bvy € f71(S).

8. Let S be the subspace of R3 spanned by [1,0,0] and [0,1,0]. Identify let v; = [1,—1,3] and let
vy = [2,3,1]. Determine [vq]g + [v2]g explicitly (it has to be some hyperplane in the direction of S inside
R3).

e We have
Vilg + [velg = [vi+valg = [[1.2,4]]g
= {XER3|x:[172,4]4—61[1,0,0]4—02[0,1,0] , Cl,CzER}

{[14+ec1,24+¢1,4] | e1,c0 € R}
hyperplane perpendicular to the z-axis and intersecting the z-axis a [0, 0, 4]



