
MATH 4063-5023
Solutions to Homework Set 4

1. Let P be the vector space of polynomials with indeterminant x.Which of the following mappings are
linear transformations from P to itself

(a) T : p→ xp

• Let p1, p2 be two polynomials and let α, β ∈ F. We have

p1 = anx
n + · · ·+ a1x+ a0

p2 = bmx
m + · · ·+ b1x+ b0

If n 6= m we can anyway replace the polynomial of lower degree (e.g. say it’s p2) with its equivalent
expression

p2 = 0 · xn + 0 · xn−1 + · · ·+ 0 · xm+1 + bmx
m + · · ·+ b1x+ b0

So we can without loss of generality write

p1 = anx
n + · · ·+ a1x+ a0

p2 = bnx
n + · · ·+ b1x+ a0

for a pair of arbitary polynomials. Then by the definition of scalar multiplication and addition in
P we’ll have

αp1 + βp2 = (αan + βbn)xn + · · ·+ (αa1 + βb1)x+ (αa0 + βb0)

and so

T (αp1 + βp2) = x [(αan + βbn)xn + · · ·+ (αa1 + βb1)x+ (αa0 + βb0)]

= (αan + βbn)xn+1 + · · ·+ (αa1 + βb1)x2 + (αa0 + βb0)x

= (αan)xn+1 + · · ·+ (αa1)x2 + (αa0)x

+ (βbn)xn+1 + · · ·+ (βb1)x2 + (βb0)x

= αx (anx
n + a1x+ a0) + βx (bnx

n + · · ·+ b1x+ b0)

= αT (p1) + βT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. �

(b) T : p→ 2p

• Using the same setup as in preceding problem, we compute

T (αp1 + βp2) = 2 [(αan + βbn)xn + · · ·+ (αa1 + βb1)x+ (αa0 + βb0)]

= (2αan + 2βbn)xn + · · ·+ (2αa1 + 2βb1)x+ (2αa0 + 2βb0)

= α2 (anx
n + a1x+ a0) + β2 (bnx

n + · · ·+ b1x+ b0)

= αT (p1) + βT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. �

(c) T : p→ dp
dx + 2p
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• Here we won’t be so explicity as in parts (a) and (b); we’ll simply use the facts that differentiation
operates term by term and commutes with scalar multiplication.

T (αp1 + βp2) =

(
d

dx
+ 2

)
(αp1 + βp2)

= α
dp1
dx

+ 2αp1 + β
dp2
dx

+ 2βp2

= α

(
d

dx
+ 2

)
p1 + β

(
d

dx
+ 2

)
p2

= αT (p1) + βT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. �

(d) T : p→
∫ 1

0
p (x) dx

• Here we’ll just use the facts that we can integrate term by term and pull constants through integral
signs.

T (αp1 + βp2) =

∫ 1

0

(αp1 + βp2) (x) dx

=

∫ 1

0

(αp1 (x) + βp2 (x)) dx

=

∫ 1

0

αp1 (x) dx+

∫ 1

0

βp2 (x) dx

= α

∫ 1

0

p1 (x) dx+ β

∫ 1

0

p2 (x) dx

= αT (p1) + βT (p2)

Since T preseves arbitary linear combinations of elements of P, it is a linear transformation. �

2. Suppose f : V →W is a linear transformation.

(a) Prove that f is injective if and only if ker (f) = {0V }

• By definition f : V → W is injective if f (v1) = f (v2) ⇒ v1 = v2. The kernel of f on the
other hand is defined by ker (f) = {v ∈ V | f (v) = 0W }.
⇒ Suppose f is injective. Let v ∈ ker (f). We always have f (0V ) = 0W , for 0W = 0F ·f (v) =

f (0F · v) = f (0V ). So now, by injectivity

f (v) = 0W and f (0V ) = 0W ⇒ v = 0V

Thus, in fact, the only vector in ker (f) is 0V .
⇐= Suppose ker (f) = {0V }. If f (v1) = f (v2), then

0W = f (v1)− f (v2) ⇒ f (v1 − v2) = 0W ⇒ v1 − v2 ∈ ker {f} = {0V }
⇒ v1 − v2 = 0V

⇒ v1 = v2

and so f is injective.

(b) Prove that f is surjective if and only if dim (Im (f)) = dim (W ).

• ⇒ This way is easy. If f is surjective then, by definition, Im (f) = W , and so dim (Im (f)) =
dim (W ).
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⇐= Im (f) = {w ∈W | w = f (v) for some v ∈ V } is defined as a subspace of W . We know
from way back that if a subspace of a vector space has the same dimension as the vector space in
which it lives, then it must in fact coincide with the parent vector space. So

dim (Im (f)) = dim (W ) and Im (f) ⊂W ⇒ Im (f) = W ⇒ f is surjective.

(c) Prove that f is bijective if and only it dim (V ) = dim (W ) and ker (f) = {0V }.

• ⇒ Suppose f is bijective. Then it is injective and surjective. Hence, ker (f) = {0V } by part (a)
and by part (b), Im (f) = W.From Theorem 12.1

dim (V ) = dim (Im (f)) + dim (ker (f))

and so
dim (V ) = dim (W ) + 0 ⇒ dimV = dimW

⇐= dim (V ) = dim (W ) and ker (f) = {0V } . By part (a), f is injective, and so by Theorem
12.1

dim (V ) = dim (Im (f)) + 0

and so Im (f) ⊂W has the same dimension as W , and so Im (f) = W , Hence f is surjective. Since
f is both injective and surjective it is a bijection.

3. Consider the mapping T : R2 → R3 T ([x1, x2]) = [x1 − x2, x1 + x2, x1 − 2x2]

(a) Show that T is a linear transformation.

• Let us write two arbitrary elements of R2 as [x1, x2], [y1, y2]. Then

α [x1, x2] + β [y1, y2] = [αx1 + βy1, αy2 + βy2]

and so

T (α [x1, x2] + β [y1, y2]) = T ([αx1 + βy1, αy2 + βy2])

= [(αx1 + βy1)− (αy2 + βy2) , (αx1 + βy1)− (αy2 + βy2) , (αx1 + βy1)− 2 (αy2 + βy2)]

= α [x1 − x2, x1 + x2, x1 − 2x2] + β [y1 − y2, y1 + y2, y1 − 2y2]

= αT ([x1, x2]) + βT ([y1, y2])

Since T preseves arbitary linear combinations of elements, it is a linear transformation. �

(b) Find the matrix corresponding to T and the natural bases ofB = {[1, 0] , [0, 1]} andB′ = {[1, 0, 0] , [0, 1, 0] , [0, 0, 1]}
of, respectively, R2 and R3.

• The matrix TBB′ corresponding to the linear transformation T is formed by using the components
of the T (ei) as the ith column. We have

T ([1, 0]) = [1− 0, 1 + 0, 1− 2 · 0] = [1, 1, 1]

T ([0, 1]) = [0− 1, 0 + 1, 0− 2 · 1] = [−1, 1,−2]

Thus,

TB,B′ =

 1 −1
1 1
1 −2


Notice that

TB,B′

[
x1
x2

]
=

 x1 − x2
x1 + x2
x1 − 2x2


replicates the formula for T so long as we interpret the vectors in R2 and R3 as column vectors.

(c) What is the kernel of this linear transformation.
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• The kernel of the transformation will correpond to the null space of the matrix TB,B′ ; i.e, the
solution set of TB,B′x = 0. A basis for this solution set can be found using our augmented matrix
method of solving such a homogeneous linear system. 1 −1 0

1 1 0
1 −2 0

 R.R.E.F.−−−−−−−−−−→

 1 0 0
0 1 0
0 0 0

 ⇒
{
x1 = 0
x2 = 0

So

Ker (T ) = NullSp (TB,B′) = span ([0, 0]) = {0R2}

(d) What is the range of this linear transformataion.

• The range of T coincides with the span of the columns of TB,b′ . To get this span, we can covert
rows into columns and thereby obtain the transpose matrix Tt

B,B′ . A basis for the row space of

Tt
B,B′ will be a basis for the column space of TB,B′ . We can obtain a basis for RowSp

(
Tt

b,b′

)
using row reduction:

Tt
B,B′ =

[
1 1 1
−1 1 −2

]
→
[

1 1 1
0 2 −1

]
So

RowSp
(
Tt

B,B′

)
= span ([1, 1, 1] , [0, 2,−1]) ⇒ ColSp (TB,B′) = span

 1
1
1

 ,
 0

2
−1


Thus, vectors in the range of T will be vectors in R3 of the form

s [1, 1, 1] + t [0, 2,−1] = [s, s+ 2t, s− t]

4. Let P3 be the vector space of polyonomials of degree ≤ 3 with natural basis
{
x3, x2, x, 1

}
. Find the

matrix TB,B corresponding to the linear transformation

T : P3 → P3 , p→ 2x
d

dx
p+ p

and the basis B (same basis for the domain and codomain of T ).

• The matrix TB,B is obtained by using the coefficients of T (pi) with respect toB = {p1, p2, p3, p4} ={
x3, x2, x, 1

}
as the columns of a matrix.

T (p1) = T
(
x3
)

=

(
2x

d

dx
+ 1

)
x3 = 2x

(
3x2
)

+ x3 = 7 · x3 + 0 · x2 + 0 · x+ 0 · 1←→


7
0
0
0



T (p2) = T
(
x2
)

=

(
2x

d

dx
+ 1

)
x2 = 2x (2x) + x2 = 0 · x3 + 5 · x2 + 0 · x+ 0 · 1←→


0
5
0
0



T (p3) = T (x) =

(
2x

d

dx
+ 1

)
x = 2x (1) + x = 0 · x3 + 0 · x2 + 3 · x+ 0 · 1←→


0
0
3
0



T (p4) = T (1) =

(
2x

d

dx
+ 1

)
1 = 0 + 1 = 0 · x3 + 0 · x2 + 0 · x+ 1 · 1←→


0
0
0
1





5

Thus,

TB,B =


7 0 0 0
0 5 0 0
0 0 3 0
0 0 0 1


�

5. Suppose f : V →W is a linear transformation and S is a subspace of W contained in Im (f). Prove that

f−1 (S) ≡ {v ∈ V | f (v) ∈ S}
is a subspace of V .

• Suppose v1 and v2 ∈ f−1 (S). We aim to show that any linear combination αv1 + βv2 of v1 and
v2 will also be in f−1 (S). Now now

v1 ∈ f−1 (S) ⇒ ∃ s1 ∈ S such that f (v1) = s1

v2 ∈ f−1 (S) ⇒ ∃ s2 ∈ S such that f (v2) = s2

Now consider the linear combination αv1 + βv2

f (αv1 + βv2) = αf (v1) + βf (v2) because f is a linear transformation

= αs1 + βs2 ∈ S because s1, s2 ∈ S and S is a subspace

Hence, αv1 + βv2 ∈ f−1 (S).

8. Let S be the subspace of R3 spanned by [1, 0, 0] and [0, 1, 0]. Identify let v1 = [1,−1, 3] and let
v2 = [2, 3, 1]. Determine [v1]S + [v2]S explicitly (it has to be some hyperplane in the direction of S inside
R3).

• We have

[v1]S + [v2]S = [v1 + v2]S = [[1, 2, 4]]S

=
{
x ∈ R3 | x = [1, 2, 4] + c1 [1, 0, 0] + c2 [0, 1, 0] , c1, c2 ∈ R

}
= {[1 + c1, 2 + c1, 4] | c1, c2 ∈ R}
= hyperplane perpendicular to the z-axis and intersecting the z-axis a [0, 0, 4]


