Math 3013
Solutions to Problem Set 4

1. Determine whether the indicated subset is a subspace of the given R".
(a) W = {[r,—7] | r € R} in R?

e It suffices to show that if vi and vy are in W then so is any linear combination of v; and vy. Set
vi=[r,—r1] , v2=[rz,—1o]
Then

cavi+ceve = c¢1[r,—r1]+ e [re, —r2]

[cir1 + cara, —C171 — €272
[(e1r1 + cara), — (171 + cara)] €W

(b) W = {[n,m] | n and m are integers} in R?
e This subset is not closed under scalar multiplication for
L1ew but VI[L1=[V2V2| ¢ W
Since this subset is not closed under scalar multiplication it cannot be a subspace. |
() W={[z,y,2] | z,y,2 € R and 2z = 3z + 2} in R3
e Consider two arbitrary vectors in W
vi=[z1,y1,371+2] Va2 = [T2,y2,372 + 2
we have
Vi —Vy = [T1 — 2,41 — Y2, 3(v1 —x2) + 0] ¢ W
Since the difference of two vectors in W does not lie in W, W is not a subspace. O
(d) W ={[x,y,2] | #,y,z € Rand 2 =1, y = 22} in R3
e Consider two arbitrary vectors in W
vi = [21,2201,1] ,  vo = [22,21,1]
we have
V1 — Vg = [xl — $2,2($1 — mg),O] ¢ w

(e) W = {[221, 3xq, 423, 524] | x; € R} in R?

e Consider two arbitrary vectors in R*
— ! / / / /
X = [I1,$271’3,I4] ) X = [171,172,553,504]
Then the vectors

vi = [2z1, 3we, 43, 514] ,  vo = [27), 374, 4x%, 5]
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will be in W. We have
c1vi + vy = [2c171, 3179, 4c1 3, berwy] + 2012, Beaxh, deaxly, Heaw)]
= [2(c1w1 + o)), 3 (c1ma + comh) , 4 (crw3 + coxy) , 5 (cazy + caxly)]
= [22Y, 3], 42, 5]
This vector belongs to W since
X" = [c1@1 + e, 19 + caxh, 123 + coxhy, cawy + el € R

Since an arbitrary linear combinations of two vectors in W also lies in W, W is a subspace. O

2. Prove that the line y = ma is a subspace of R?. (Hint: write the line as W = {[z,mz] | x € R}.)

o It suffices to show that an arbitrary linear combinations of two vectors in W also lies in W. Set

vi = [z1,mx1] , Vi = [r2, M)
Then
vy +cavy = [c1x1 + caxa, cymay + comas)
= [(c1x1 4 cax2) ,m(c121 + cox2)] €W
Hence, W is a subspace. O

3. Find a basis for the solution set of the following homogeneous linear systems.

3x1 + x9 + 23
61’1 + 21’2 + 21’3 =
79561 — 3332 — 31‘3 = 0

e This linear system corresponds to the following augmented matrices

3 1 1 0 Rs — Ry — 2R, 31110
6 2 2 0 Rs — Ra+ 3R 0 0 010
-9 -3 -3 10 S ! 00010
The latter augmented matrix corresponds to
3r1+x2+x23 = 0
0 0
0 =0
Which is, effectively, one equation for three unknowns. Solving for z; in terms of x5 and x3 we
obtain
1
€T = —g ({,CQ + 3;‘3)
So any vector of the form
1 1 1 1
——xo — = = —=,1 —=,0,1
|: 31'2 3173,132,{E3:| $2|: 3a ,O:|+SC3|: 37 5 :|
will be a solution. We conclude that
1 1
= —_— 1 O - _770, 1
e |: 3) ) :| ) €y |: 3 :l
will be a basis for the solution space. O

4. Give a geometric criterion for a set of two distinct nonzero vectors in R™ to be dependent.



e If two vectors v; and vy are linearly dependent, then there must exist a solution of
Cc1V1 + cavg = 0

with at least one of the coefficients ¢1, ¢o not zero. Suppose (without loss of generality) that co # 0.
Then ¢; can not equal zero either (otherwise we’d have cavy = 0 with neither ¢y or vy zero). Then
we can multiply both sides of this equation by 1/cs to obtain

C1
—vi+ve=0 = Vg =——V)
C2 C2

So vo must be a non-zero scalar multiple of vi. But then, this implies that v is either parallel (or
anti-parallel) to vy. O

5. Find a basis for the row space of the matrix

A =

W N =
N O W
0 = Ot
N N

The row space of A is the span of the row vectors {[1,3,5,7],[2.0,4,2],[3,2,8,7]} of A To find a basis for
the span of these vectors we arrange them as the columns of a new matrix A’

1 2 3
. 130 2
A=1l5 438

72 7

which happens to be the transpose of our original matrix A. We now row-reduce A’.

1 2 3 12 3 1 2 3
3.0 2 0 -6 -7 06 7| _g
5 4 8 0 -6 -7 — 00 0|~
7 2 7 0 —12 —14 00 0

The pivots of H are contained in the first two columns, therefore the first two columns of A’ form a basis
for the column space of A’, which is indentical to row space of our original matrix A. Thus,

{[1,3,5,7],[2,0,4,2]}

is a basis for the row space of A.

6. Find a basis for the column space of the matrix

2 3 1
5 2 1
A= 1 7 2
6 -2 0
o We'll apply the same technique used in Problem 3.
2 3 1 1 7 2 17 2 1 7 2
5 2 1 5 2 1 . 0 —33 -9 N 0 11 -3
1 7 2 2 3 1 0 —-11 -3 00 O
6 -2 0 6 -2 0 0 —44 -12 00 O

The pivots in the row-echelon form of A are in the first two columns. Therefore, the first two
columns of A

{[2,5,1,6],[3,2,7,-2]}

will form a basis for the column space of A. O

7. Find a basis for the subspace spanned by the vectors [1,2,1,1], [2,1,0,—1], [-1,4,3,8], [0,3,2,5] € R%.



e First we form a 4 x 4 matrix A whose columns correspond to the above set of vectors.

1 2 -1 0
2 1 4 3
A= 10 3 2
1 -1 8 5

Now we row-reduce A to row-echelon form.

Ry = Ry — 2R, Lz 10 Ry — —iR, L2 10
0 -3 6 3 3% 01 -2 —1
R3—>R3—R1 R3 — R3 — 2Ry
Ri—Ri—R 0 =24 20 R R -R 0000
4 4" 0 -3 9 5 4 4T 00 3 2
1 2 -1 0
01 -2 -1
Bso Ry g g3 o
000 O

The pivots of the final matrix (a row-echelon form of A) are in the first three columns. Hence, the
first three columns

{[13 27 17 1]7 [23 15 07 71}7 [717 47 37 8]}
of A will form a basis for the column space

COlSp(A) = span ([17 27 17 ]7 [27 1707 71]7 [7174a 35 8]? [07 3a 27 5])

8. Determine whether the following sets of vectors are dependent or independent.
(a) {[1,3],[—2,—6]} in R%

e Let v = [1,3] and vy = [—2, —6] and Note that
2V1 + vg = 2[1, 3} + [—2, —6] = [0,0]
so ¢c; = 2 and ¢y = 1 is a non-trivial solution to ¢;vy + cove = 0. Thus, v; and vy are linearly
dependent. O
(b) {[17 _4a 3] ) [37 _117 2] ) [L _37 _4}} in RB'

o Let vy =[1,—4,3], vo = [3,—11,2] and v = [1, -3, —4]. We shall look for non-trivial solutions of
0 = c1vy+cave+csvy =
= [13_473] +c2 [3,—11,2]+63 [17_37 _4]
= [Cl + 3¢ + ¢z, —4cy — 11co — 3ce3, 3¢y + 2¢5 — 403]
or
(1) c1+3ca+cg = 0
—461 — 1102 — 363 =
3c1 4+ 2c0 —4c3 =
We thus examine the following augmented matrix

1 3 1 0
-4 —-11 -3 |0
3 2 -4 10
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Row reducing this matrix yields

1 3 1 0 1 3 1160
— 0 1 1 0 — 0 1 110
0 -7 =710 0 0 010

Thus, the original system of equations is equivalent to a system of 2 independent equations in 3
unknowns. This means there will be infinitely many (in fact, a one-parameter family of) solutions of
(?7). Hence, there are non-trivial solutions so the original set of vectors are linearly dependent. [

9. For each of the following matrices find the rank of the matrix, a basis for its row space, a basis for its
column space, and a basis for its null space.

(a)

2 0 -3 1
A‘[342 2}

Let us first row reduce the given matrix to row-echelon form.

| —
O =
—= O
— |
Lol
0O|—Do|—

-

The pivots of this matrix lie in columns 1 and 2. Therefore, first two columns of the orginal matrix A will
form a basis for the column space of A.

ColSp (A) = span ([2,3],]0,4])

The non-zero rows of the row reduced form A’ of A will be basis for the row space of A. Hence,

-3 1 13 1
RowSp (A) = span ({1, 0, - 2} ; [07 1, 3’ 8])

The null space of A is the solution set of Ax = 0, which coincides with the solution set of A’x = 0, i.e. the
solution set of

3 1 _ _ 3 1
$1—?$3+§l‘4—0 N T1 = 5%3 — 5T4
3 1 _ _ 13 1
m2+§x3+§x4—0 Ty = —75T3 — g%4
by~ 4o -
i, 213 _1
= X = 8 13 g4 =3 8 + x4 8
I3 1 0
Ty 0 1
3 _1
213 _1
= X € span 1 8 |, 0 8
0 1

so the vectors {[2, -1 1,0],[-3,—%,0,1]} form a basis for the null space of A. Finally,

2> 8
rank (A) = dim (ColSp (A)) = dim (RowSp (A)) = 2

— s = O

W= N D
|~
w

O =W



e We proceed as in Part (a). The matrix A is row equivalent to the following matrix in row-echelon

form
1 0 -1 0
, |01 1 0
A= 0 0 0 1
0 0 0 O

Only third column of A’ lacks a pivot; so the first, second and fourth columns of A will provide a
basis for the column space of A. The matrix A’ has three non-zero rows and these will provide a
basis for the row space of A. Finally, the solution of Ax = 0 will be

Tr1 — T3 = 0 T3 1
o +x3=0 | w3 | -1
Ty = 0 = x= T3 = T3 1
0=0 | 0 | 0
S0
[0 ] 6 3
basis for ColSp (A) = 411 , ? , le
| 1] 3 ] 0
basis for RowSp(A) = {][1,0,-1,0],[0,1,1,0],[0,0,0,1]}
[ 1
basis for NullSp(A) = _11
| 0
O
01 2 1
A=|2 1 0 2
0 2 1 1
e This matrix row-reduces to
2 10 2
H=|0 1 2 1
00 -3 -1

The pivots of H lie in the first three columns. Therefore, the first three columns of A will be a
basis for the column space of A. Each row of H is non-zero; therefore, each row of H will be a
basis vector for the row space of A. The solution set of Ax = 0 coincides with the solution set of
Hx =0, or

201+ x2 +2x4 =0 $1:—§x4
To+2x3+x4 =0 = To = —3T4
—3x3—x4=0 T3 = —324
So every solution is a vector of the form

—§m4 _5 5
i R N
X = 3 =24 $ | € span ?
~374 3 ~3

Tq 1 1

Thus, { [f%, f%, f%, 1]} is a basis for the null space of A. The rank of A is equal to the number

of basis vectors for the column space of A, which is 3. (]



